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Editorial Note

G. HYDE, Guest Editor, COMSAT
S. B. BENNETT, Associate Guest Editor, INTELSAT

This is the fourth issue of the COMSAT Technical Review (CTR) dedicated
to the INTELSAT VI satellite and system. Because of the importance and com-
plexity of the INTELSAT VI satellite and its associated system operation, three
issues of CTR were needed to fully document the process leading to its very
successful implementation. These issues cover the subject from concept, through
design and test, to in-orbit operation. Related fourth and fifth issues address
system applications and the implementation of satellite-switched time-
division multiple access (§5-TDMA). Compilation of this series is a joint effort
of COMSAT and INTELSAT, including co-editors from each organization.

The first issue in the CTR INTELSAT Vi series* described the overall devel-
opment process, as well as system planning, specification of the spacecraft
bus and communications payload, and the design for $S-TDMA and frequency-
division multiple access (FDMA) services. The second issue focused on the
design of the INTELSAT VI spacecraft and its communications payload, dealing
with the design of the spacecraft bus; the attitude and payload control system;
a design overview and description of the communications payload; the design,
implementation, and testing of the antenna system; and the design and
implementation of the on-board $s-TDMA package. The third issue in the
series covered a wide range of topics, including measures taken to ensure a
reliable satellite; the launch, deployment, and in-orbit testing phases; and the
operation of the satellite in orbit.

This fourth issue in the INTELSAT VI series addresses a variety of topics of
concern to the system user, including earth station considerations and the
advantages obtained through use of digital circuit multiplication equipment
{DCME} and video signal processing. In addition, a summary coverage of the
successful mission to reboost INTELSAT 603 is included. The first paper deals
with the considerations that formed the basis for the INTELSAT VI transmission
systems design, to minimize impact on the earth segment and reduce costs.
These factors included compatibility with INTELSAT v/v-a, stationkeeping/
tracking tolerances, downsizing of the Standard A and C antenna diameters,
and introduction of new 6/4-GHz allocations. The second paper discusses the

*Refer to pages 217 through 221 of this issue for a listing of the papers scheduled for
publication in this series. Papers on other topics may alse be included.
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possible evolution of TV signal processing in the INTELSAT VI era, including
analog TV signals (HTTV, FTTV, and T™TV), as well as digitized TV signals for
standard Tv formats, HDTV, and teleconferencing, using a variety of services
which will eventually include 1SDN and BISDN. DCME is the subject of the third
paper, which truces its evolution, details current technology and design con-
siderations, and discusses future directions, The fourth paper summarizes the
recent successful experience in reboosting the INTELSAT 603 satellite from the
low-earth orbit. where it had been stranded, to geostationary orbit where it
now functions. Included is an overview of the preparatory work and the
development of supersynchronous insertion, as well as the actual mission.

The fifth issue in the INTELSAT V1 series will be devoted to describing all
aspects of the $$-TDMA system, which was first used for commercial purposes
on INTELSAT VI.

The editors trust that this comprehensive treatment of the INTELSAT VI
system will prove useful to future system planners. The papers in the CTR
INTELSAT VI series are the result of a major effort by a large group of authors
from COMSAT, INTELSAT, and Hughes Aircraft Corporation, and we con-
gratulate them on their substantial achievement.

EDITORIAL NOTE 3

Geoffrev Hyde received « B.A.Sc. in engineering phys-
ics and an M.A.Sc. in electrical engineering from the Uni-
versity of Toronto in 1953 and 1959, respectively, and o
Ph.D. in electrical engineering from the University of Penn-
svlvania, Phitadelphia, in 1967, Prior 1o joining COMSAT
Laboratories in July 1968, he worked on antennas, micro-
waves, and propagation ar RCA, Moorestown, NJ, and at
Avro Aireraft Company and Sinclair Radio Labs in Canad.

At COMSAT prior to 1974, Dr. Hyde was concerned
with the development of the torus witenna, o general an-
tenra analysis computer program (GAP), and related
arects of endeavor. In February 1974 he became Manager of the Propagation Studies
Department, where his work included a wide variety of efforts in propugation mea-
surement and analvsis. In 1980 he joined the staff of the Divecror, COMSAT Laborato-
ries, and in 1984 became Assistuit to the Director. His duties included coordination
of the COMSAT R&D programs, coordination of ITU activities at COMSAT Laborato-
ries, and editorship of the COMSAT Technical Review. In June 1989 he retived, and
is currenily a consultant to COMSAT Laboratories.

Dr. Hyde is « member of URSI Commissions B and F, and the AIAA, and is «a
Registered Professional Engineer in Ontario, Canada. His honors include David Sarnoff
Fellowships (1965 and 1966), Fellow of the IEEE (1987), and the IEEE G-AP award

Jor best paper, 1968 {jointly with Dr. Roy C. Spencer).

Simon B. Bennett received a B.EE. from Cirv College
of New York in 1959 and an MLE.E. from New York Univer-
sity in 1961, His career, which spans the entire history of
communications satellites, began with work on the first
TELSTAR satellite program at Bell Telephone Laboraro-
ries from 1959 to 1963, He continued in this field from
1967 to 1974 at COMSAT, where he contributed to the
success of satellite programs from Farly Bird to
INTELSAT IV.

In 1974, Mr. Bennett joined INTELSAT as Manager of
Engineering, where he way engaged in the formudution and
application of INTELSAT s intersysten coordination process. Subsequently, ay Man-
ager of Space Segment Programs, he was responsible for all technical and program-
matic aspects of satellites and tauneh vehicles encompassing the INTELSAT V and VI
series of sarellites. This was followed by I year as Direcior of Sysiem Planning. From
1980 to 1990, he was in charge of the operation of INTELSAT s fleet of 15 10 I8
satellites and associdted tracking, telemerry, command, and monitoring facilities.
Front early 1990 until his retirement from INTELSAT in July 1992, he wiis assistunt to
the Vice President for Engineering and Research. He s currently President of Bennett
Consultancy, Alexundria, Virginia.
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Earth station considerations for
INTELSAT VI

M. P. BRown, JR., F. A. §. LOUREIRO, AND M. STQIKOVIC

(Manuscript received January 7. 1991)

Abstract

When transitioning from one satellite series to the next, INTELSAT makes every
attempt to minimize the impact on the carth segment and to reduce earth station costs.
This paper describes how such a transition was accomplished for the INTELSAT VI
series with respect to the INTELSAT V/V-A compatibility mode, earth station tracking
requirements, and operation with new C-band frequencies for transponder (1'-2"), Also
discussed is the decisionmaking process that was involved in downsizing the 30- to
32-m Standard A (C-band) carth stations to 15-17 m, and the 15- to 18-m Standard C
(Ku-band) carth stations to 11-13 m.

Introduction

INTELSAT V1 has played a key role in INTELSAT’s continued efforts to
minimize the impact on the earth segment, and to reduce costs, when
transitioning from one satellite series to the next, For example, INTELSAT VI is
the first spacecraft series to include a feature such as the “INTELSAT V/v-A
compatibility mode” to enable a direct earth station point-over from previous
satellite series without loss of traffic. Also, the INTELSAT VI stationkeeping
tolerances (N/S and E/W) were tightened from the +0.10° limits used for
INTELSAT ¥/v-A, to £0.05° in an effort to reduce the tracking requirements for
smaller earth stations. The decision to extend hemispheric beam transponder
bank (1'-2) into the new 6/4-GHz frequencies, which were allocated to the
Fixed Satetlite Service by the 1979 World Administrative Radio Conference
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(WARC 793, was based on the assumption that this action would have litile
impactl on existing or new carth stations. Also, the higher down-link equiva-
lent isotropically radiated power (e.i.r.p.) aviilable on INTELSAT VI was a key
factor in INTELSAT's decision to significantly downsize its Stmdard A
(6/4-GHz) carth station requirements from 30-32 m to 15-17 m. and its
Standard C ¢14/11-GHz) earth stalion requirements from 15-18 m to
11-13 m.

INTELSAT V/V-A compatibility mode

INTELSAT VI is the first INTELSAT spacecraft scries that can be configured
$0 that it appears 1o have the same beam coverage as the preceding spacecraft
series. This 1s necessary in the case ol zone beam coverage because INTELSAT
v] has four zone beams {(NE, 85, NW, and SW), while INTCLSAT v and V-A have
1wo zone beants (Fast and West). In the “INTELSAT V/v-A compatibility mode,”
two INTELSAT VI zone beam receiver outputs are combined with a hybrid to
make it appear as though the NE and SE zone beams function as one Fast zone
beam, und the NWw and SW zone beams function as one West zone beam. The
output of the hybrid is fed into two zone beam transponder amplifiers so that
carriers are broadceust down to the NE and SE beams (or the NW and $W beams).
Tt is also possible to connect the combined zone beam up-links to hemispheric
or spot beam down-links. This capability permits the ground scgment to point-
over directly 10 INTELSAT VI using un INTELSAT v or V-A frequency plan,
without loss of traffic. Afier point-over, INTELSAT V1 is gradually transitioned
o its new four-zone-beam configuration by judicious use of the newly ac-
quired transponder bandwidth to make the necessary earth station carrier
rearrangements.,

INTELSAT VI stationkeeping limits

In carly 1990, after an operational trial period of 6 months with the first
INTELSAT VI (602} at 335.5°E, sufficient experience had been gained to deter-
mine that it was practical to hold INTELSAT VI stationkeeping to =(105% N/s
and B/w. Although somewhat tighter stationkeeping tolerances could be main-
tained, £0.05° was found to be a reasonable tradeoff between the number of
maneuvers (manpower), spacecraft antenna pointing accuracy, and carth sta-
tion tracking requirements. As indicated in Table |, with £0.05° stationkeeping
it is possible for C-band earth stations with 9-m-diameter (and smaller) anten-
nas to employ fixed-mount antennas (i.e.. no autotracking). At Ku-band. where
the antenna beamwidth is less than half the beamwidth at C-band for the
same diameter antenna, antennas of 5.5 m and less can use fixed mounts.

LARTH STATTION CONSIDERATIONS FOR INTELSAT VI 7

TABLE 1. INTELSAT VI EARTH STATION SIZES AND TRACKING
REQUIREMUENTS {STATIONKEEPING LIMITS = (.05 E/W AND N/S)

FREQUENCY  EARTH STATION MINIMUM (7 TYPICAL SIZE MINIMUM TRACKING

(GiH7) STANDARD (dB/K) {m) REQUIREMENTS
C-Band A (Previous) 0.7 A0-32 Auto
(6/4) A (Revised) 35.0 15-17 Autle
B 317 10 13 Auto
12-2 31.7 10-13 Auto
D-1 227 4.5-5.0 Fixed
F-3 26.0 9-10 Fixed
-2 27.0 7.5-8.0 Fixed
E-1 227 4.5-5.0 Tixed
G* Any Any -
VA Any Any --

Ku-Band C (Previous) 390 15—1%

{14/11 and C {Revised) 37.0 11-13

14/12) -3 34.0 810
E-2 29.0 5.5 Fixed
E-1 250 3.5-4.5 Fixed
G* Any Any -
7F Any Any -

# Standard G earth stations are used with international leases, and Standard Z earth stations are
used with demestic leases. Small 1.8-m wlevision satellite newsgathering (SNG) antennas and
0.6-m microterminals using spread spectrum transmission techniques also fall in the Standard G
and 7 categorics.

tep track aperation can experience difficulties in a Ku-band enviconment due o rain Fades.
[rucking systems which utilize progrim track in conjunction with step track are useful during
periods ol adverse atmosphere conditions.

This can be compared to the stationkeeping limits of £0.10° used with
the INTELSAT V/V-A series, for which the largest antenna feasible with manu-
ally operated or fixed mounts 15 about 7.5 m at C-band and about 3.5 m at
Ku-band.

As an example, Figure 1 compares the main beam (on-uaxis) anlenna gain
and the cffective, off-axis main beam antenna gain as a function of fixed Ku-
band antenna sizc and the stationkeeping limits used with the INTELSAT v/v-A
and v1 satellites [1]. The figure shows that a £0.05° stationkeeping tolerance
results in substantial improvement in fixed-mount antenna tracking loss. A
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Figure 1. On- and Off-Axis Main Beam Antenna Gain as a Function of

ANTENNA DIAMETER (m)

Earth Station Antenna Size and Satellite Stationkeeping
Tolerance { Ku-band, fixed antennas)
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loss of 1.0 to 1.5 dB in on-axis gain was used as the criterion for selecting the
size of earth station that could be operated without autotrack.

In addition to eliminating the need for tracking facilities on smaller earth
stations, the tighter stationkceping capability of INTELSAT VI achieved another
milestone in INTELSAT’s objective of increasing orbital clficiency. All
follow-on satellites are being designed for stationkeeping limits of +0.05°
{N/S and Efw).

Transponder (1'-2')

INTELSAT has introduced part of the new 6/4-GHz frequency band (allo-
cated by WARC™79 to the Fixed Satellite Service) in the INTELSAT VI hemi-
spheric beam transponder bank (1'-2"). This bank of transponders has been
assigned a 72-MHz frequency band of 5.854 to 5.926 GHz (up-link) and 3.629
to 3.701 GHz (down-link). A major factor in the decision to use only a small
portion (72 MHz) of the new allocation was the need to minimize the hard-
ware impact on exisling and ncw antenna installations. The primary concern
lay in the arcas of the antenna feed, up- and down-converters, high-power
amplifiers (11PAs), and low-noise amplifiers (LNAs). It was known that the
useful bandwidth of the antenna feed system could be extended toward 3.6 GHz.
and 5.8 GHz without approaching waveguide cutoft too closely. It was also
believed that opcration of the LNAs and 13PAs could be extended into this new
band without major difficulty. Experience to date has confirmed that use of
this transponder has no substantial impact on hardware or performance.

Standard A and C earth station performance
characteristics

When the performance characleristics of the large INTELSAT Standard A
{C-band) and Standard C (Ku-band) earth stations were initially developed,
the tradeoft between earth and space segment costs favored lurge earth station
antennas because of the high cost of power radiated from satellites, and the
expeclation that only one or two such earth stations would be estabtished in
each country. Since then, higher levels of radiated power and multiple reuse
of the frequency bands have been implemented as a result of improved and
cost-effective technologies. In this environment, networks using larger anten-
nas become bandwidth- or interference-limited and are unable to fully exploit
the increasc in satellite radiated power. With the INTELSAT VI series, il was
feasible to reduce the size of these antennas to the point where it is econontical
to build several antennas in each country and (where frequency coordination
with terrestrial networks permits) to install them near major cities.
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Cost savings with smaller Standard A and C antennas

Originally, Standard A antennas (approximately 30 to 32 m in diameter)
and Standard C [2] antennas (approximately 15 to 18 m in diameler) were
required 1o meet INTELSAT's established gain-to-noise temperature ratio,
(/T standards. On March 12, 1986, in anticipation of the availability of the
INTELSAT VI series in the early [990s, the INTELSAT Board of Governors
significantly lowered Standard A and C earth station G/T performance re-
quirements to 35 and 37 dB/K, respectively. Prior to this date, Standard A
carth stations were required to have a minimum G/T of 40.7 dB/K. and
Standard C carth stations were required to have a minimum clear-sky G/ of
39.0 dB/K. Earth stations built to these G/T specifications are called
“previous” Standard A or C, while stations built to the new specification are
called “revised” Standard A or C.

The cost savings associated with reduction of the G/T specificalion arc
primarily due to reduction in the size and complexity of the antenna structure.
Previous Standard A and C carth stations require complex antenna support
structures and massive foundations, which are major contributors o their
overall cost. Channel-dependent and RIF equipment is cxpected to consist of
basically the same hardware for either the previous or revised carth stations,
The reduction in the transmit gain of the smaller carth stations may result in
some increase i HIPA and combining network costs.

To significantly reduce antenna costs, the diumeters must be small enough
1o permit simpler support structures, The revised INTELSAT standards meet
this objective by having G/7T requirements that are achievable with diamelers
of 1310 17 m {or C-band, and 1| to 13 m for Ku-band. Figures 2 and 3 present
an estimate of the relationship between hwdware cosl and antenna diameter
for both C- and Ku-bands, respectively, in the 1985 time [rame when this
study was conducted. In general, the revised G/T performance requirements
are expected to resull in about a 50-percent reduction in antenna costs. While
current prices are likely to be higher, it is believed thal the general cost
difference relative to antenna size continues Lo exist.

Impact on transponder capacity

The use of smaller standard carth stations results in a somewhat lower
achievable space scgment capacity relative o previous Standard A and €
carth stations. Assuming the worst case. in which the system consists solely of
revised Standard A carth stations, frequency-division multiplexing (FDM)/FM
transponder capacity would be reduced by about 20 pereent. In the case of
revised Standard C earth stations. FDM/FEM transponder capacity would be

EARTH STATION CONSIDERATIONS FOR INTELSAT VI
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reduced by about 40 pereent compared 1o previous Standard C's. However,
the INTELSAT system is now well along in its plan to convert the network
from analog to digital transmission, and the impact on transponder capacity is
not as great because forward error correction (FEC) is employed (o offset the
reduction in earth station /7. Figure 4 shows the relationship between
INTELSAT ¥1 72-MH7 transponder channel capacity and earth station G/T for
both C-band and Ku-band when rate 3/4 FEC is applied to digital intermediate
data rate (IDR} carriers.” As indicated in the figure, transponder channel capac-
ity reaches the bandwidth-limited condition of 1,200 channels under the re-
vised standards.

(W) Y3L3IWYIQ YNNILNY

-

WHEEL & TRACK
1,600

3

1,400

Quality of service

Earth station G/T values for revised Standard A and C earth stations have
been chosen to ensure that the quality of service provided {or previous Stan-
dard A and C earth stations continucs to be provided to all carth stations
meeting the revised stundards. A G/T of 35 dB/K is the lowest figure-of-merit
that could be specified for the revised Standard A while maintaining a signal-
to-weighted-noise ratio of 49 dB for 20-MHz, open-network, occasional-usc
TV/EM transmissions into the revised Standard A through the INTELSAT v1 global
beam transponder with a down-link e.i.rp. of 26,5 dBW. This is the same
signal quality received by a previcus Standard A antenna (G/T = 40.7 dB/K)
operating with a 17.5-MHz Tv signal transmitled {rom an INTELSAT V o1 V-A
serics satellite with a global beam e.i.r.p. of 23.5 dBW. With caretul tradeotts
among bandwidth, power, and deviation, the quality of the previous signal has
been maintained with a substantially smaller earth station.

For 120-Mbit/s TDMA transmission belween previous Standard A carth
stations, a rate 7/8 FEC code is recommended on certain INTELSAT V/V-A links
in order to provide adequate operating margin. The use of this code on all
INTELSAT V1 links to the revised Standard A earth stations will also provide
sufficient operating margin for an earth station G/T of 35 dB/K. Since time-
division multiple access (TDMA) is nol expected 1o be required at Ku-band, it
did not influcnee downsizing decisions lor Standard C.

The signal quality for analog FDM/FM transmissions, as well as the error
performance for digital transmissions, will be maintained at previous
o 3 levels through a combination of the higher down-link e.i.r.p. available on
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Figure 3. Typical Antenna Costs: Ku-Band (Based on 1985 market conditions)
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buap) Lo VOldAL " These are quadrature phase shift keying/frequency-division multiple access (QPSK/

FDMA) carriers ranging from 64 kbit/s to 45 Mbit/s which have been designed to
replace FDM/FM/FDMA carricrs. These modulation techniques form the backbone of
the INTELSAT system for conventional telephony services,
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72-MHz TRANSPONDER CHANNEL CAPACITY

(EQUIVALENT 64-kbit’s CHANNELS)
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EARTH STATION G/T (dBIK)
C = Previous Standard C {G/T = 39 dB/K)
C' = Revised Standard C (G/T = 37 dB/K)
A = Previous Standard A (G/T = 40.7 dB/K)
A' = Revised Standard A (G/T = 35.0 dB/K)

Figure 4. INTELSAT VI 72-MHz Transponder Capacity vs Earth
Stution G/T (Using digital IDR carriers with
rate 3/4 FEC)
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INTELSAT VI, changing the transponder gain step to a more sensitive position,
and use of FEC on the digital carriers. The performance criterion for FDM/FM
carriers is a clear-sky quality of less than or equal to 10,000 pWO0p (Interna-
tional Radio Consultative Committee fCCIR ] Recommendation 353), and the
criterion for digital IDR carriers is a clear-sky bit error rate equal to or better
than 107 (CCIR Rec. 614).

Conclusions

INTELSAT has designed INTELSAT VI to minimize the impact on the
ground segment. The INTELSAT V/v-A compatibility mode on INTELSAT VI is
instrumental in accomplishing direct point-over from the INTELSAT v and v-A
spacecraft to the new INTELSAT V1 spacecraft without traffic loss. In addition,
the cxeeptional stationkeeping performance and high down-link ¢.i.r.p. of the
INTELSAT VI series provide two significant means of lowering antenna costs.
First, autotrack equipment is not required with earth station antenna diamelers
of about 9.0 m and smaller at C-band, and 5.5 m and smaller at Ku-band.
Second. the G/T requirements for larger earth stations have been reduced
such that Standard A (C-band) antennas are downsized from 30-32 m to about
15-17 m, and Standard C (Ku-band) antennas are downsized from 15-18 m
to about [1-13 m. Transponder (1'-2'), which uses a portion of the new fre-
quency band allocatton provided by WARC 79, was also added to the
INTELSAT VI satellite series with no impact on existing earth station hardware
or performance. These improved ground segment features, made possible with
the INTELSAT VI series, are major steps in helping INTELSAT 1o control costs
and remain competitive.
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Abstract

This paper provides a brief history of the development of digitally implemented
circuit multiplication equipment (DCME) within the INTELSAT system. The impor-
tance of circuit multiplication in the INTELSAT system is discussed, and an overview
of the more significant aspects of the newest INTELSAT circuit multiplication equip-
ment specification (IESS-301) is given. The performance of equipment built in accor-
dance with IESS-501, in a burst error environment, is comparcd with that of other
proprietary circuit multiplication equipment. Potential future enhancements to DCME
are also discussed.

Introduction

Circuit multiplication equipment has been used in the communications
ficld for many years over various transmission media, including cable and
satellites. Its function is to concentrate a number of telephone calls onto a
smaller number of transmission channels. Analog techniques were employed
initially; however, onty with the advent of digital technology was it possible
to achieve high concentration gain, good transmission performance, and high
reliability. The result is referred to as digitally implemented circuit multiplica-
tion equipment (DCME).

Specification development

Interest in the application of digital speech interpolation (DSD systems
within the INTELSAT nctwork began in the late 1960s. COMSAT Labo-
ratories initiated work aimed at improving the performance of speech
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interpolation systems by using digital implemeniation to achieve significant
channel multiplication, One objective was to avoeid the loss of speech quality
resulting [rom speech spurt {reeze-out during short intervals of overload,
which tainted the analog time-assigned speech interpolation (TASI) systems of
the cra. In the laboratory, work was begun on a system using pulse-code
modulation (PCM) sample prediction. called Speech-Predictive Encoded Com-
munication (SPEC) [ 1}, In lien of the speech spurt freeze-outs that marred TASI,
SPEC introduced speech spurts having slightly increased quantizing error. In
addition, an effort was initiated under contract with SIT Siemens of Italy to
work on a digitally implemented TASI (ATIC in Ttalian) system |2].

As work progressed, comparative testing of the two approaches strongly
favored SPEC because it avoided the occurrence of freeze-outs. SIT Siemens
offered to implement u new strategy which meodified the digital ATIC to create
additional bearer channels during the short-duration overloads that necessarily
characterize the random process attending voice channel activity. This was
done by “stealing” the least significant bits (1.$8%) of normal 8-bit PCM samples
o create lower bit rate overload channels. During overload, this approach
replaced freeze-outs with spurts of slightly degraded pCM speech. Under test-
ing, the modified ATIC equipment proved to be as cifective as SPEC in elimi-
nating freeze-outs. It was also preferred over SPEC because it could easily be
extended to low-bit-rate speech encoding techniques such as adaptive differ-
ential PCM {(ADPCM), subband coders, and lincar predictive coders.

These advantages led to the selection of digital TASI with overload channel
generation for use in the 60-Mbit/s (ime-division multiple access (TDMA)DSI
systemn adopted by INTELSAT in its BG-1-18 system specification, and later
in the 120-Mbit/s TDMA/DSI system adopted in the BG-42-65 system specifi-
cation [3]. This proved to be a wise choice because the compatibility between
digital TASI and low-rate encoding has led to DCME with channel multiplica-
tion ratios of five and greater.

In 1978, INTELSAT conducted field tests of DSI terminals constructed
according to the BG-1-18 TDMA/DSI system specification [4]. The U.S., France,
and Italy participated in the trials. Customer traflic was carried over the
system, and callback quality assessments proved that the system delivered
high-quality, clip-free performance for DSI gains as high as 2.4.

Experience with the BG-1-18 TDMA/DSI provided a basis lor development
of INTELSAT s 120-Mbit/s TPMA/DSI system specification, which was ulti-
mately approved in 1980 with the release of the BG-42-65 TDMA/DSI systems
specification (Revision 2). New features included improved control channel
protocols; adaptive threshold speech detection; noise insertion to minimize
background noise modulation; voiceband data discrimination; dynamic load
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control (DLC), which allows elementary signaling to the switch to prevent
severe system overload; and preassigned 64-kbit/s channels. Equipment con-
forming to the TDMA/DS) specification (BG-42-63, later revised to INTELSAT
Earth Station Standard |1ESS] 307) was built by COMSAT Luboratories [5]
and field tested {6]. This led to an operational TDMA/DSI system in the mid-
1980s with a nominal circuit multiplication gain of 2.0 to 2.2.

While development of the operational 120-Mbit/s TDMA/DSI equipment
was progressing. research efforls were turned to the next generation of DSL, in
which additional circuit multiplication was possible through the introduction
of lower-rate speech encoding (LRE). in addition to interpolation gain. Interest
focused on 32-kbit/s encoding, where the candidate techniques included adap-
tive delta modulation, subband coding, and abpcMm. Under contract with
INTELSAT, COMSAT Laboratories developed a prototype 32-kbit/s DCME
system. In the same time frame (1981-1984), the International Telephone and
Telegraph Consultative Committee (CCITT) became interested in developing
a digital encoding standard for operation at 32 kbit/s [7]. and defined an
ADPCM algorithm in CCITT Recommendation G.721. Subsequently, CCITT
introduced Rec. (5.726. which combines the encoding algorithms used in
DCME for operation at 16, 24, 32, and 40 kbit/s into a single recommendation.
This was adopted by CCITT under the accelerated approval procedures of
Resolution 2 in December 1990,

The intreduction of 32-kbit/s encoding in DCME created a number of new
problems which had to be resolved |8]. including the following:

*» Potential mistracking between the ADPCM encoder and decoder due to
freeze-out.

+ Accommodating voiceband data at rates greater than 4,800 bit/s, which
may be impaired tn bit error ratio (BER) during passage through the
ADPCM codec.

= Discriminating the data rate to identify when the voiceband data rate
is greater than 4,800 bit/s.

* Modifying the ADPCM encoder to create overload channels by chang-
ing the encoding rate from 32 to 24 kbit/s, rather than using simple bit
truncation, as was done for PCM-cncoded signals.

* Synchronously signaling an encoding rate change to the decoder.

Recognizing that the long-term interests of its users are best served when
they can interwork via a nelwork of multidestination and single-destination
links, using compatible equipment available from a number of manufacturers,
the INTELSAT community undertook to develop an open network DOME
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specilication. This new specification included special features such as a ge-
neric interface (o a switch to provide DLC, and new intcgrated services digital
network (ISDN) services such as alternate speech/unrestricted 64-kbit/s ser-
vice. The use of 40-kbit/s ADPCM was accepted, and a new frame structure
involving the concept of a bit bank was adopted. A more efficient control
channel was defined, rapid rotation of overload channels was added, and
silence elimination for facsimile transmission was introduced. This became
the 1ESS-501 DCME specification [9], which was adopted by the INTELSAT
Board of Governors on September 16, 1987. The INTELSAT specification
represented a very substantial effort, with contributions by a number of
INTELSAT signatories. It was subsequently adopted by EUTELSAT with
minor modifications to accommodate R2D signaling, which is widely used in
Europe.

The IESS-501 specification was later submitted to the Committee T1 sub-
group, T1Y 1.2, for consideration as the U.S. standard, and to CCITT. In
TI1Y1.2, the basic structure was adopted under COMSAT’s leadership and,
with changes to accommodate national interests, has evolved into the “Ameri-
can National Standard for Tetecommunications, Digital Circuit Multiplication
Equipment—Interface, Functional, and Performance Specification.” In the
CCITT, also under the leadership of COMSAT, revised Rec. G.763 (which
was based on IESS-301) was approved in December 1990 under Resolution 2.
Thus, a true international standard has evolved and a compatible operational
maode exists among the CCITT, Committee T1, INTELSAT, and EUTELSAT
DCME specifications which permits interoperability between equipment de-
signed to these specifications.

Motivation for using digital circuit multiplication

INTELSAT has encouraged the conversion of the global network to digital
modulation technigues with circuit multiplication largely due to financial
incentives. Space segment charges for digital carriers are now computed based
on the number of 64-kbit/s channels used, rather than on the number of
derived channels. The immediate financial benefit of circuit multiplication
systems is therefore given entirely to the users. The global network also
benefits, since available capacity is used more efficiently.

Conversion of the INTELSAT system to digital modulation, and the use of
digital circuit multiplication with its resulting efficiency and cffective reduc-
tion of tariffs, is especially timely. Beginning in the late 1980s, the INTELSAT
global network has confronted increasing service demands against limited
available capacity. To a significant degree, these demands are being met by
converting the system from frequency-division multiplexing/frequency
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modulation/ frequency-division multiple access (FDM/FM/FDMA) carriers to
guadrature phase shift keying (QPSK)/FDMA carriers (inlermediate data rate
[1DR]} which utilize DCME. Figure 1 shows the growth in the actual number of
full-time channels for public switched telephone networks (PSTNs) through
1990, as well as the projected PSTN traffic through the year 2004 (i.e., through-
out the INTELSAT Vi epoch). This includes FDM/FM, companded frequency-
division multiplexing (CFDM)TM, single channel per carrier (SCPC), DR, and
TDMA. The apparent leveling of the number of satellite channels provided in
1989 and 1990 is the result of the conversion. This dramatically illustrates the
effect of DCME on the requirement for 64-kbit/s channels through the first half
of the 1990s. The forecast is predicated on a realized DCME gain of 3.2 as
conversions are made to IDR, and an underlying annual growth rate of about
13 percent for PSTN tratfic. Without DCME, a significant portion of the demand
would not be satisfied with the attainable in-orbit satellite capacity.

Depending on traffic loading, channel activity, and the size of the bearer
pools, the achievable DCME gain will typically range between 3 and 5 [10].
The impact of bit-borrowing to create the overload channels on the signal-
to-quantization noise in the resulting speech signal at the receiver is also
discussed in detail in Reference 10, where curves are presented that plot
this measure as a function of the number of voice channels interpolated
and demonstrate the tradeoff between received signal quality and channel
multiplication ratio. With INTELSAT’ tariffs now based on the number of
64-kbit/s bearer channels, the cost for utilization of an INTELSAT satcllite is
reduced by a factor equal to the realized gain. For most users, the cost of
implementing DCME is recovered in less than 6 months through savings in
space segment costs.

Review of TESS-5301

INTELSAT specification 1E55-501 was approved for use with both con-
tinuous digital (iDR) carriers and burst-mode digital (TDMA) carriers. This
section describes the functional characteristics and technical features of the
IESS-501 DCME [11],[12].

The circuit multiplication technique adopted in [ESS-501 employs a combi-
nation of interpolation and encoding. The interpolation process takes advan-
tage of the silence intervals that occur in normal conversation to permit
random time-division multiplexing of speech spurts from many conversations
onto the bearer transmission channels. Additional signal encoding efficiency
is introduced through the use of nominal 32-kbit/s ADPCM encoding, which
provides a further doubling of the circuit multiplication gain achicved through
interpolation. The DCME also includes a number of important features such as
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a multiple-destination capability. DLC, and the ability to accommodate a vari-
ety of signaling systems.

The nmltidestination feature capitalizes on the unique ability of a sateliite
system to deliver a signal to a number of carth stations simultancously. The
DCME specified in 1ES8-501 can operate with up to four destinations. The
bearer can be configured as a single pool of channels, shared by all becmE
traffic, or can be scgregated into two separate pools. The single-pool case,
with more than one destination, constituies the multidestinational mode of
operation, while the two-pool case, with one destination per pool, is referred
to as the multiclique mode of operation. The case of one single-destination
pool and one multidestination pool {two or three destinations) constitutes a
mixed mode.

Various applications of these modes are illustrated in Figure 2. Case (a)
represents a single-destination DCME located at an international switching
center (I1SC). A digital terrestrial link (T-link) is required between the 1SC and
the carth station (£/S). The same circuit multiplication gain available on the
satellite link is applicable to the terrestrial link,

Case (b) refers to multiclique DCME located at the switching center. The
remarks made for case (a) are also applicable to case (b); however, the bearer
capacity is divided into two segregated pools, with a consequent reduction in
the circuit multiplication gain due to the use of a smaller interpolation pool,
Note that digital cross-connect equipment is nccessury at the earth station in
order to extract the two cliques destined for the same DCME and generate the
DCME received bearer channel.

Case (c) applics 1o multidestinational DCME localed at the earth station. The
transmitted bearer capacity is shared among all the destinations (four in the
example shown), thus providing the maximum circuit multiplication gain by
using the largest interpolation pool. Multiplication gain is available only on
the satellite link, since the terrestrial link to the 18C carries the uncompressed
trunk channels. An analog terrestrial link could be employed, but a
transmultiplexer would be required at the DCME interfuce, Note that the DCME
generates one transmitted bearer, bul must process four received bearers.

A further featurc of the bearer frame is that pool size(s) can be matched to
operational need. That is, an entire 2.048-Mbit/s bearer is not used for traffic
unless required. When cmployed in combination with DSI/digital non-
interpolation (DNI) terrestrial interface modules, THMA bursts need only be
long enough to be compatible with pool size. Similarly, International Business
Service (IBS) framing units can be employed to format a baseband for
512-kbit/s IDR carriers {or reduced-pool-size DCMES.
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Figure 2. Network Uses of DCME

DLC is an important feature that is used 1o avoid overloading the DCME. The
DOME monitors the average number of bits per sample used to encode speech,
and when a preset threshold is reached. a signal is sent to the corresponding
switch indicating that no additional traffic should be rouled to the DCME.
When the load decreases and the average bits per sample rises above a second
preset threshold, the DLC signal is removed, indicating that additional new
traffic can now be accommodated by the DCME.

A number of signaling systems are in use in the international arcna. The
DCME must operate with in-band CCITT Signaling System 5, which was
specifically designed for interpolation systems. OQut-of-band systems such as
Signaling Systems 6 or 7 are easily accommodated through the use of preas-
signed channels that are not subject to DCME processing. For additional flex-
ibility, an option exists for accommodating other signaling systems such as R1
or R2D. The IESS-301 DCME provides a comprehensive set of control signals
to a signaling interface. A subset ol these signals may then be selected o
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coincide with the limilations of the communications link between the (SC and
the DCME, as well as any constraints of the corresponding 18C.

Other features include 64-kbit/s unrestricted channel accommodation. si-
lence elimination on facsimile traffic, adaptive noise insertion, and rapid
rotation of overload channel assignments. These features are all related to
1SN application of DCME, or to subjective quality improvements.

The 1ESS-501 DCME can accommodate either preassigned 64-kbit/s unre-
stricted traffic or alternate speech/64-kbit/s unrestricted traffic. In the latter
case, the switch must be able to communicate with the DCME to carry out post-
call-setup signaling. CCITT Rec. Q.50 (Blue Book, 1988) provides guidance
for 1ISC/DCME communications, as well as for bLC-related signaling, and is also
used for proprietary DCME interfaces.

Facsimile transmission is the predominant form of voiceband data trans-
mission over international tclephone connections. Typically, pages of text/
graphics information are transmitted in one direction, while only short ac-
knowledgment signals are sent in the return direction. The inactive periods in
the return direction provide the opportunity to interpolate other active circuils.
This feature, called silence climination, increases the number of bearer chan-
nels available to carry speech, thus increasing the average bits per sample
used for speech in the return direction.

The voice-gating action that is a natural consequence of interpolation also
modulates circuit background noise, which is subjectively annoying. The
IESS-501 DCME measures the background noise at the transmitter, quantizes it
to seven or eight levels, and conveys this information to the DCME receiver,
where the noise is reinserted during silence intervals, This climinates annoy-
ing noise modulation effects.

Increased quantizing noise generated when the DCME operates in the over-
load mode (when the encoding falls back to 24-kbit/s) must also be consid-
ercd. To avoid having the same four talkers (the three normal 32-kbit encoded
channels which are reduced to 24 kbit/s, plus the one overload channel)
continually experience the higher quantization noise, 24-kbit/s encoding is
distributed among the full sct of bearers carrying speech by randomly sclect-
ing a new starting point every DCME {rame (2.0 ms).

An automatic channe] check procedure has been incorporated in the 1ESS-
501 DCME to detect equipment failurcs affecting onc or more circuits. This
procedure is based on the periodic insertion of test signals into individual
channels. The receive end is informed of the test signal transmission, and a
particular signature is expected at the output of a given ADPCM decoder. If an
excessive number of errors are detecied, an alarm is raised. An inter-DCME
communications channel is used between the corresponding DCMES to convey
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end-to-end circuit supervision/alarm information, as well as internally gener-
ated alarms. A voice orderwire is included in the system, along with internal
monitoring of the link BER via the error syndrome of the control channe].

Technical features

Among the more important technicat features of the DCME are the bearer
channel format and the assignment or control channel. Two basic defini-
tions—the international channel (IC) and the satellite channel (SC)*—are intro-
duced in the discussion on bearcer format, followed by an illustration and
comprehensive description of the overall DCME structure.

BEARER UCHANNEL FORMAT

Figure 3 depicts the format for a 2.048-Mbit/s primary multiplex bearer. A
single-pool case is assumed, which is also applicable to each pool in the two-
pool case. The figure shows the 125-ps PCM frame consisting of thirty-two
2-bit time slots. Time slot 0 (TS 0} is reserved for the framing bits and other
auxiliary functions. Each of the remaining 31 slots is divided into two 4-bit
time slots, referred to here as “nibbles.” The first nibble of TS 1 is reserved for
inler-DCME communications and is called the assignment channel (AC). The
remaining 61 nibbles are used for traffic.

The (C is represented by an integer which uniquely identifies each con-
nected traffic trunk {13}, The assigned range for traffic trupks is 1 to 216,
although the 1C integer spans the interval from O to 255. There is no fixed
relationship between the 1€ numbering scheme and the time slot numbering
scheme of the trunk multiplex structure.

The SC is represented by an integer associated with a group of bits that
make up the bearer channel within the primary multiplex bearer structure. The
ranges 1 to 61 and 64 to 83 are used for this purpose. The SC is numbered from
0to 127. In the range | to 61 (the normal SC range), the SC integer identifies
the nibble with the same number; however, the following exceptions apply:

* The SC may consist of only the first three most significant digits of the
nibble, due to bit-stealing for the creation of overload channels (see
nibbles 5, 8,9, 10, 11, 12, and 13 in Figure 3).

+ Where the sC is used {or the transmission of an unrestricted 64-kbit/s
channel, the s¢ will include 8§ bits—4 from the nibble with the same

* In CCITT Rec. G.763, the equivalent terminology of intermediate trunk (IT) is used

for 1C, and bearer channel (BC) for SC.
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Figure 3. Bearer Formar

number and 4 from the adjacent higher-numbered nibble (see nibbles
6 and 7 in Figure 3). In this case, the SC is always an even number.
The next higher SC number (odd) is not used for the duration of the

64-kbit/s call.

The sC may include 5 bits—4 from the nibble with the same nunber
and 1 taken from a special 4-bit SC referred to as a “bit bank” (a 4-bit,
normal-range SC). One bit bank provides the fifth bit for up to four
SCs (see nibbles 1, 2, and 4 in Figure 3).

The 64 to 83 SC range is defined as the “overload range,” where each sC is
formed by stealing the LSB from certain normal-range $Cs. Three or four bits
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AC transmission scheme is shown in Figure 4. ¢ g; 2
The 24 information bits of the assignment message are divided into three | | oe .
8-bit segments: the $C word, the IC word, and the data word (as shown in | <u_-_>§ | TS
Figure 5). The data word is subdivided into two 4-bit segments: the synchro- s JoTme
nous data word and the asynchronous data word. The asynchronous data word ; 5 E% : /
carries information on alarms, DLC. and channel check procedure. While the g i ! /
entire assignment message is multiplexed over a DCME [rame, the information = . a 1 /
in the asynchronous data word is further multiplexed over a 64-DCME frame g R ITN g§g |
multiframe (i.e,, the message is available once every 128 ms). The asynchro- 2 Eg = & .
nous data multiframe is synchronized by complementing the synchronization ;‘Z :‘—m——i/ 9_
A < 5F

word in DCME frame 0, us indicated in Figure 4.
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DCME structure
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is common to all three components is the conliguration control function
(called the “map handler” in the specification), which permits initialization of
all the components in accordance with the configuration selected Tor DOME
operation.

Treansmit-side structure

The transmit-side struciure processes the input trunk signals and com-
presses them into the bearer channel. The siructure consists of the input
madules, the transmit channel processing function (TP, the coding/mapping
unit (CMU), and the AC encoder. In those cases where two cliques or pools are
used (multiclique mode or mixed mode)., the structure must be replicated
lwice.

The input modules perform first-level signal processing (consisting of trunk
activity detection and determination of the signal type) on each connected
trunk. The functional units used are the activity detector, the data/speech
discriminator, and the signaling detector. The activity detector, incorporating
an adaptive threshold, provides a real-time active/inactive indication that can
significantly affcct bCME performance. Different values of hangover time are
specificd, depending on the signal type, which is determined by a datw/speech
discriminator and a signaling detector. The outputs of these three modules are

fed to the TCP, which performs the next level of signal processing, Control of

hangover time is specified within the TCP.

The TCP is the most “intelligend” function of the DCME. It contains three
main elements: the hangover control and signal classification (1SC) process,
the resource allocation and assignment gencration (RAG) process, and the end
processes. In 1:85-501, the 1CP is entirely described by the CCITT-defined
system description language (DL | 14].

There is one HSC process for each connected 1C. Tnputs are received [rom
the input modules, the common elements. and the receive-side structure. The
HSC process generales output signals toward the RAG process. Control of the
hangover time associated with activity detection is a part of the IS¢ process.

Table 1 lists the hangover times used for the different types of signals. The
25-ms speech hangover rakes advantage of shortt intersyllabic pauscs for inter-
polation among active channels, resulting in a higher gain. The 125-ms signal-
ing hangover permits bridging over the time intervals between consecutive
signaling tones to ensure the integrity ol the signaling sequences. The 14-s
initial data hangover (IDH) permits bridging of the time intervals between
pages in the forward direction of a facsimile transmission. In the return direc-
tion, however, the time separation between the short fucsimile acknowledg-
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TABLE 1. HANGOVER TIMES FOR DIFFERENT SIGNAL TYPES

SIGNAL HANGOVER TIME

Voice 25 ms

Signaling 125 ms

Datu IDH or SDH
IDH 14 s {typical)
SDH <<14 s (typical)

ment messages is greater than 14 s; thus IDH will expire and second data
hangover (sDH) will apply. Since $DH is short, the transmission channel will
be seized for just slightly longer than the duration of the acknowledgment
message itself, and the channel will be available for other uses. This feature is
called “silence elimination.”

The HSC processes produce an output which is sent to the RAG processor for
each input trunk {1C). These outputs consist of either a request for capacity or a
notilication of terminated use. The RAG process generates resource assign-
ment information, both for local use and for transmission to the remote DCME
via the AC encoder. This information, which is logged in a resource map,
includes the connection of each 1€ and S, the type of connection (SC type),
indication of terminated SC use, and the SCs reserved for preassigned channels.
The ¢ types are voice, data, transparent, bank, and disconnected.

The messages reccived from the HSC processes constitute requests for an
assignment action. Since the requests are randomly generated, but must be
serviced at a regular rate (no faster than one per DCME {rame), a queuing
system is employed. The queue priorities are given in Table 2.

TABLE 2. QUEUE PRIORITIES

PRIORITY REQUEST
0 Line signaling information
1 Transparent 64-kbit/s disconnect

rJ

Overload channel disconnect

3 Transparent 64-kbit/s connection
4 Data chunne! connection
5 Voice channel connection
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The priority O queue is used in conjunction with an optional user signaling
module (UsM) to handle the transmission of line signaling information as
required by Signaling System R2D or R1. The USM places a request in the
priority 0 queue cvery nth DCME frame of the multitrame (typically, n = 8).

At the start of every DCME trame (other than the sth frame defined above),
the gueues are scanned from priority 1 through 5 to determine whether there
are any storced requests. 1f there are requests in a queue, the oldest request is
serviced and then deleted. If the queue being examined is empty, or if it is not
possible o service the request, the next lower priority queue is cxamined.
When the Jowest priority queue is exantined and found empty, a refreshment
procedure is invoked which generates an assignment message to refresh an old
s¢ connection. The normal and overload SC ranges are alternately scanned,
each in ascending numerical order. The minimum duration of the refreshment
cycle is 244 ms.

Beforc servicing a request, the bit capacity of the bearer is checked. If iLis
sufficient, capacity is then allocated, an ADPCM encoder is selected, and the
assignment message is generated. The encoder is selected from the pool of
available encoders in the encoder bank (in the ¢MU). If the 1C being assigned
already has an encoder connected to it, the encoder in use is kept. When the IC
is disconnected, the encoder is returncd Lo the encoder pool.

Capacity allocation procedures vary as a [unction of traffic loading. Con-
sider as an example a bearer configuration (Figure 7) in which there are 20
transparent channels, nine voice channels, nine data channels, and three bit
banks. Assume that the data channel in $C 4 changes to a 64-kbilt/s transparent

b = bank 18
t = transparent 8 TRANSPARENT
d = data d.v PAIRS CHANNELS
v = voice ) |
b 1 d b t d v |ses| b Vo |esw t

SC 1 2 3 4 5 6 7 8 g *** 24 256 *** 80 &1

Figure 7. Bearer Configuration for Assignment Example
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call. Since transparent channels require two contiguous, normal-range SC$
starting with an cven-numbered S, the new transparent call can be accommo-
dated only by reassigning one of the data/voice pairs ichanncls § and 9) and
using the vacated SCs. The voice channel in $¢ 25 is reassigned to overload so
that the data channel in $C 8 can take its place. The voice channel in SC 9 is
then reassigned (o overload so that the transparent call can be assigned to the
SC pair 8,9. AL this point $C 4. no longer occupicd by a data channel, is
disconnected. This causes the number of data channels o drop from nine to
cight. As a result, the bit bank in SC 24 must be deleted (see the above
specitied criterion). The entire process requires four assignment messages (o
complete and results in a number of changes in the resource map.

The (internal) assignment messages generated by the RAG process are of
the type (SC, 1€, Lype. encoder) and go to the AC encoder and the end pro-
cesses. The end processes receive information from the RAG process, combine
it with the results of internal routines, and produce control information for the
CML. These processes perform the bit association between the banks and the
data channels and create the overload channels Irom the normal SCs. Bank S8
created for preassigned channels can be used by interpolated data channels, it
not fully occupied (see nibbles 1, 2, and 4 in Figure 3).

The end processes create both 3- and 4-bit overload channels. Each channel
is obtained by taking 1 bit from three or four normal-range voice SCs, with the
result that three or four veice channels will be operating in a 3-bit mode. The
number of 4-bit overload channels (N,) is computed as follows:

NI‘X4><NU\‘

Ny = Integer
N.+N,.

+0.5|-N_ %3 (hH

[edl

where N_is the number of normal-range voice SCs, and N, is the number of
active overload channels. As a result, the available bits are allocated o the SCs
of the two groups in proportion to the number of channels in each group.

The encoding rate among the voice channels is cqualized by rapid rotation
of channels in the 3-bit mode, using the 1C number contained in the assign-
ment message us a randem pointer. The procedure is implemented in two
phases. In the first phase, shown by example in Figure 8, the 4-bit overload
channcls are selected using the random pointer (the remaining overload chan-
nels are 3-bit). In the second phase, shown by example in Figure 9, the lowest
numbered sC channel from which bits can be taken is sclected randomly. The
next higher normal SC channels also contribute to the generation of overload
channels until all required overload channels arc generated.
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SET OF
ACTIVE
QOVERLOAD

Figure 8. Selection of 3/4-bit Mode of Overload SCs

The creation/deletion of the bit bank channels is u special case. These
channels arc not created as a direct response to u request, but rather as the first
step in assigning a data channel (when existing banks cannot be used). The
criteria [or creation/deletion of a bit bank arc as follows:

. Create bank if N, <N,/4
2. Delete bank it N,z N4+ 1

where N, is the number of bit banks and N, is the number of data channels.
Note that creation of a bit bank requires an assignment message, while dele-
tion of a bit bank is solely a map update operation. If there is more than one hit
bank, the highest numbered bit bank channel is deleted.

The cnd processes receive the message (SC, 1C, type. encoder} from the RAG
process cvery 2 ms. The 3- or 4-bit mode of each voice channel is also known
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OVERLOAD SCs M = MSB

Figure 9. Selection of SCs for Bit Stealing

as a result of the internal task described above. Based on this information, a
control message is assembled und sent to cach encoder of the cMU, indicating
the 1C connection, the SC connection, the 3/4/5/8-bit mode of operation, and
whether the encoder should be reset. Every control message is delayed by
three DCME frames before being sent to the hardware, to provide a time margin
for implementation at the remole DCME,
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The cmu performs the actual compression of the N digital input trunks onto
the bits of the bearer channel. This unit contains the ADPCM encoder bank and
the sC mapping module. The mapping module places the bits of cach SC in the
appropriale bit locations of the bearcr frame, in accordance with the map
received from the end processes.

The AC encoder receives the assignment messages (SC, 1C, type, coder)
from the RAG process and encodes the first three information clements in the
proper format for transmission. Additional information, received {rom the
common elements, is encoded into the synchronous and asynchronous data
words.

Recceive-side strneture

The receive-side structure processes the bearer channel(s) for trunk chan-
nel regeneration. The structure must be replicated for each received bearer
(only one is shown in Figure 6). The ADPCM decoder hardware can be shared
among bearcrs of different origins. The receive-side structure consists of the
AC decoder, the receive channel processing function (RCP), and the CMU.

The AC decoder extracts the assignment message information from the bits
of the ac and forwards it to the RCP and to the common elements.

The RCP receives assignment information of the type (SC, IC, type) from the
AC decoder and processes it to generate control messages directed to the
receive side of the cMU, The RCP contains the receive channel status update
and overload decoding (RUD) process and the end processes. This function is
entirely described in SDL [14] in TESS-501.

The RUD process interprets the received assignment messages and gener-
ates information for the end processes. It also maintains an internal resource
map, similar to the one described for the RAG process. Proper operation of a
DCME system requires that the resource maps in the RAG and RUD processes of
the transmit and receive DCME remain identical to each other while dynami-
cally changing (as often as once every 2 ms}.

The sc-decoder-1C connections are updated based on changes in the re-
source map. The rules for selecting and releasing decoders are the same as for
the encoders on the transmit side. The RUD process also creates the overload
channel and performs the bank/data channel bit association in the same way as
on the transmit side. (On the transmit side, these two tasks are assigned io the
end processes.)

The RUD process is designed to cope with transitions that are not the result
of normal operation. The objective is to minimize the adverse impact of
assignment message losses on DCME operation. However, if overload channels
are in use, the loss of a single assignment message may disrupt communica-
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tions in many or all channels. This is due to the loss of synchronization
betwecen the overload channel creation procedures in the transmit and receive
DCME (caused, for example, by different values of N, ). The disruption will
continue until a refreshment message (or a new assignment) is received for the
SC(s) affected by the lost assignment messuge(s). To minimize the duration of
this service interruption, the overload SC range is refreshed more frequently
than the normal $C range by alternate refreshment of the two ranges.

The RUD process possesses all the information necessary to control the
hardware in the cMU. This information 1s forwarded to the CMU via the end
processes, which drive the cMU hardware. Their only function is 1o inserl a
three-DCME frame delay (implementation delay).

The CMU regenerates the trunk channels from the bits of the bearer channel.
This unit is similar to the corresponding unit on the transmit side, except that
the ADPCM encoders are replaced by ADPCM decoders.

Common elements

The common elements (see Figure 6) perform those functions that are not
specific to the DCME transmit or receive sides. These include the end-lo-end
handling of transparent calls. DLC, and other functions such as the channel
check procedure and the alarm function. Only the transparent channel handler
(TCH) and the DLC facility are discussed here.

The TCH controls and supervises the setup and release processes for
64-kbit/s transparent circuits {(duplex) between correspondent DCMEs, and
initiates automatic recovery procedures in case of failure and double seizure.
The TCH interfaces with the 1SC through a functional signaling interface resi-
dent in the DCME, and through an implementation-dependent DCME-ISC out-of-
band signaling link. The signaling message on this link is in accordance with
CCITT Ree. Q.50 and covers the circuit sctup/release request messages origi-
nated by the ISC. as well as acknowledgment messages returned by the DCME.
Since the 1SC messages are gencrated only in the forward direction of a call,
the TCH and its peer at the opposite side of the DCME are responsible for
establishing (and discstablishing) both the forward and return channels of
64-kbit/s transparent on-demand circuits between DCMEs.

The DLC facility reduces the probability of speech quality degradation
{reduced average bits per sample or freeze-out percentage) due Lo excessive
load conditions. Tt signals (o the 15Cs—via the signaling interface unit {S1U)
and the 1SC-DCME out-of-band signaling link—the onset of excessive loads.
The 15Cs receiving the DLC 0N message are expected not to seize any more
circuits on the DCME link for new incoming calls. Corresponding DCMES
exchange DLC information via the asynchionous data word of the assignment
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message. Separate DLC information is provided to the ISC for 64-kbit/s trans-
parent tralfic and voicefvoiceband data traffic.

Load measurements within each DCME are based on a double (ensemble
and time) averaging of the number of encoding bits per voice sample. Then
DLC conditions arc entered or exited based on the crossing of preset thresholds
of average bits per sample.

Comparison of IESS-501 io proprietary DCHE

DCME can be applied to both QPSK/TDMA and QPSK/TDMA (the latter com-
monly known as IDR) carriers. IDR presents a burst error environment which
must be accommodated in the design of the DCME. In the following, the
robustness of 1E$S-301 in a burst error environment is compared with other
proprictary DCME.

Environment

For spectral energy dispersal, data are scrambled by a self-synchronizing
scrambler conforming to CCITT Rec. V.35, The scrambler consists of a 20-
stage feedback shift register in which the parity of the third and twentieth
stages arc added (modulo 2) 1o data which are then fed into the first stage of
the scrambler register. IDR employs differential encoding tor phase ambiguity
resolution, and uses forward error correction (FEC) consisting of a punctured
convolutional code of rate 3/4, constraint length 7. Whenever a bit error
occurs in the transmission link, the concatenation of the inverse of these three
operations in the DR receiver creales a burst of errors in the recovered signal.
The concatenation creates a memory window of 22 bits., which must be
flushed before an error event can be considered terminated. It is the output of
the V.35 descrambler that is presented to the DCME.

Additional information that characterizes burst errors is required prior to
considering the performance of DCME in the burst crror environment. There
are three principal characteristics of interest:

* The distribution of the duration of error cvents.

« Given that an error event has occurred, the distribution of errors

within the crror event.

+ The distribution of the error-lree intervals.

All of these distributions are functions of the carrier signal-to-noise ratio.

A typical distribution of the duration of error events is shown in Figure 10
[15],[16]. This distribution is important in assessing the effectiveness ol the
interleaving used in the DCME to protect the vital control channel. A typical
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Figure 10. Relative Frequency of Lengtit of Error Event {Burst)

distribution of crrors within an error event is depicted in Figure 11. Figure 12
shows a typical distribution of the crror-free interval. This information is
necessary to assess the probability that a message in the control channel will
be exposed to more than one error event.

Burst error valnerability for varions DCMEs

The relative performance of the INTELSAT IESS-501, the CIT ALCATEL
CELTIC 3-G, and the ECI DTX-240 DCMEs in the DR burst error envirenment
will now be compared. These DCMEs all have fundamental limitations in their
burst error performance as a consequence of their assignment message format
and their unique bearer frame structures. The assignment message format and
frame structure of each PDCME are described below, along with the inherent
sensitivity of these DCMES to burst errors on the bearer facility.

INTELSAT 11:58-501

The INTELSAT IESS-501 DCME uses a 2-ms bearer frame which carries
one 24-bit assighment message. A rate 1/2 (24.12) Golay block code is ap-
plied to each of two 12-bit information blocks, thus generating two 24-bit
coded blocks, or 48 bits. This 48-bit message is divided into 16 groups of
3 bits, which are interleaved into the bearer frame at 125-ps intervals
(Figure 13). Each 24-bit block is transmitted in | ms, and three bit errors can
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Figure 13. INTELSAT IESS-501 Frame Structure

be corrected within the block. This implies that the INTELSAT DCME bearer
frame format can recover from burst errors lasting less than 256 bits on a
2.048-Mbit/s bearer, which occur at intervals of 1 ms or greater, and which
affect fewer than 4 bits of the 24-bit encoded block.

ALCATEL CELTIC 3-G

The ALCATEL CELTIC 3-G DCME uses a 2-ms bearer frame which carries
one 38-bit “long” assignment message or two 19-bit “short” assignment mes-
sages. A (03,39) Bose-Chaudhuri-Hocquenghem (BCH) code is applied to the
38 information bits and | supervision bit, thus generating a 63-bit code block.
A synchronization bit is added to this block to complete the 64-bit assignment
message channel. The 64-bit message is divided into 16 groups of 4 bits,
which are interleaved into the bearer frame at 125-ps intervals (Figure 14),
The complete 64-bit block is transmitted in 2 ms, and four bit crrors can be
corrected within the block. This implies that the ALCATEL DCME bearer
frame formar can recover from burst errors lasting less than 256 bits on a
2.048-Mbitfs bearer, which occur at intervals of 2 ms or greater, and which
affect fewer than 5 bits of the 64-bit encoded block.

ECI DTX-240

The ECI DTX-240 DCME uses a distributed control channel { pCC) for trans-
mitting assignment message information, and a dedicated variable-bit-rate
control channel (vCC) to transmit overload and refresh messages. The ECI
DTX-240 system was originally designed for the randomly distributed single-
bit error environment. Both of the control channels have recently been refor-
matted to provide better performance in a high burst error rate environment.
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The dedicated voe (Figure 16) is 32 bits long and includes a 9-bit Barker
code for frame synchronization and 16 information bits which are protecied
by a 6-bit parity word. The vCC is transmitted in bits 7 and 8 of Ts 0 in
alternating 125-ps frames (that do not carry synchronization information), and
thus requires 4 ms to transmit one message. The same Hamming code used for
the DCC is used for the dedicated vce. This implies that the present VCC frame
format (Figure 16a) can recover from burst errors lasting less than 512 bits on
a 2.048-Mbit/s bearer, which occur at intervals of 4 ms or greater, and which
affect less than 2 bits of the 23-bit enceded block. Again, this channel is
vulnerable to the occurrence of two consecutive bit errors. If the DCME is
operating in the overload mode when one of these messages is corrupted by a
burst error event, the consequences can be severe. This is because the infor-
mation that may be affected carries the rapid rotation control, and its foss can
affect all voice channels until recovery occurs.

The new interleaved vCC frame format (Figure 16b) consists ot two inde-
pendent encoded blocks, with one carried in bit 7 and one in bit 8 of TS  in
alternating frames. The 12-bit encoded blocks include eight information bits
and four error correction bits. The first encoded block consists of message bits
M,, to M, plus M, and four error correction bits, which can correct one error
in the encoded block. The second encoded block consists of message bits My
to M, plus one Barker code bit, and also can correct one error in the encoded
block. The new interleaved frame format can recover from bursts of etrors

FRAME | { | g3 | 5 [ 7 | o |11 13|15 |17 1921 |2a]|25]|27]020]|3
NUMBER
1ol 71 B 81 Bl B[ B |Ma|miz /M0 Me | M Me M2 MO EE|E
BIT

s | B|B |8 | 8 |ms/lmami|m|mr|[ms|ma|m| E|E|E]|S

{a) Present Format: Non-Interleaved

FRAME | 4 | 3 ' 5| 7 | s |11 lw@|1| 17|19 |21]|23]2s 27|20 |3
NUMBER

7zl el sl e8| 8| B |Ma|miz/Mmz|mi|mo Ma|mMs| E| E]E|E
TS50
BT 5 e |5 | 8| B |M5ime|ms|[ma|ma|me|m|mo|e|E|E]E

B = Barker Code M = Message Data
5 = Spare E = Error Correction

(b) New Format: Interleaved

Figure 16. ECI DTX-240 VBR Control Channel Message Format
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lasting less than 512 bits on a 2.048-Mbit/s bearer, which occur at intervals of
4 ms or greater.

The new interleaving in the ECI DTX-240 system now protects it against
single burst error events to basically the same extent as the protection pro-
vided in the IE$S-301 and CELTIC 3-G systems. The principal difference lies in
the minimum error-free interval which can be tolerated by each system. For
the 1ESS-501 system, loss of control channel information may occur for error
events that are equal to or less than 1.0 ms apart (2,048 bits for a Conference
of European Postal and Telecommunications Administrations [CEPT| carrier).
For CELTIC 3-G, the control information loss may occur for error events that
are separated by 2.0 ms or less. In the case of the ECI DTX-240, the DCC
vulnerability begins at 3.0 ms, while the vCC threshold is equal to or less than
4.0 ms. It should be noted that two error events can occur within the specified
times without any loss of control channel information. This can happen if the
error event does not impact a nibble carrying control information, or if the
total number of bit errors does not exceed the correcting power of the FEC
codes. For example, two error events, each affecting 2 bits of the control
message, are still correctable by the 4-bit error correcting code used in the
CELTIC 3-G system. To put this in perspective, calculations predicting the
performance for an IDR link BER of 107 show that for the 1ESS-501 DCME one
control message may be lost every 173 days, and for the CELTIC-3G one
control message may be lost every 3.5 days. A similar estimate is under way
for the ECT DTX-240.

Comparisons among DCMEs may be based on a variety of measures, which
could include activity deteclor performance, voiceband data transmission er-
ror performance, control channel message loading, tandem DCME performance
{voiceband data), bearer capacity efficiency during overload, and provisions
for multidestination or multiclique operating modes. No single DCME will be
rated best in all categories; however, the 1E55-501 DCME would be highly rated
for a majority of the measures.

Future enhancements

A major milestone was reached with the approval of Revised Rec. G.763
by the CCITT under the accelerated approval procedures of Resolution 2 in
December [990. Future enhancements are expected to occur in DCME in the
areas of facsimile compression, additional voiceband data compression, tan-
dem DCME performance, and 16-kbit/s DCME.

The rapid growth of facsimile traffic surprised most users of DCME. Fac-
simile transmission is carried via DCME on a 40-kbil/s bearer channel. The
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signal activity is 100 percent, compared to around 33 percent for speech.
Thus, one facsimile call displaces four speech calls in the DCME bearer link. In
a system consisting of five CEPT primary multiplex carriers applied to one
DCME with a CEPT bearer. the total DCME bearcr capacity would be utilized by
30 facsimile calls representing only 33 percent of the input channels. To
combat this loading effect and retain circuit multiplication gain, a mcthod
known as facsimile compression or “demod/remod” is being developed. In
this approach, the DCME is required to recognize that a particular circuit is
carrying facsimile traffic and to route that call to a processor where the
facsimile signal is demodulated and the digital bit stream applied to the
facsimile transmit modem is recovered. The demodulated data are then time-
division multiplexed onto a 32-kbit/s bearer and sent through the DCME, and
the facsimile signal is regenerated al the remote DCME receive unil. This
process is complicated by the fact that the facsimile signal must be demodu-
lated in real time, the temporal relationships between the scquence of trans-
mitted signals must be maintained, and the facsimile machines must believe
they are still communicating with each other. In addition, the system must
accomimodate proprietary facsimile, as allowed by CCITT Rec. T.30.

The facsimile compression issue has been under study by INTELSAT,
propriclary DCME manufacturers, und CCITT. In May 1992, a new CCITT
Recommendation, G.766, “Facsimile Demodulation/Remodulation for DCME,”
was submitted for accelerated approval and was subsequently approved in
October 1992, Tn November 1992, a working party of CCITT Study Group
XV approved a revision to CCITT Ree. G.763 (1991} to harmonize it with
new Rec. G.766. This revision must still be submitted to the next CCITT
Study Group VX meeting in September 1993 for formal adoption. The results
of the work of the Study Group XV working party were subscquently submit-
ted to the INTELSAT Board of Governors Technical Committec at their
meeting in November 1992, who concwrred with the recommendation that the
Board approve the document as INTELSAT Specification 1E85-5( (Rev. 3).
The INTELSAT Board of Governors approval is anticipated in December
1992,

A second major issue is a consequence of the success of DCME. Initially,
DCME was envisaged to be applied only on expensive long-distance communi-
cations routes, with the (implied) expectation that only onc DCME would occur
in any given connection. The rapid growth of DCME, and its cost-eftectiveness,
have led to the increased probability of encountering tandem DCMESs. This has
raised concerns about quality, since a number of degradation mechanisms
may occur in a tandem DCME connection, including accumulated front-end
clipping resulting from tandem speech detector activation, loss of the synchro-
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nous tandem property of the ADPCM algorithm due o nonsynchronized speech
detection, interactive DL.C between the two DCMEs, and the accumulated quan-
tization distortion that may occur il both systems arc in the overload mode
using 24-kbit/s (or optionally 16-kbit/s) encoding. Tandem DCME performance
is under study in CCITT Study Group XV.

The CCITT is also working on standardizing an algorithm for use in
special-purpose applications with an encoding rate of 16 kbit/s. One such
application is DCME. Tt should be noted that the facsimile solution for
32-kbit/s DCME will be cqually applicable. and of greater importance, to
16-khit/s DCME. Voiceband data carried on a 40-kbit/s channel in a [6-kbit/s
DCME will displace twice as many voice channels as in a 32-kbit/s DOME.

Other study groups within the CCITT are working on higher-speed voice-
hand data modems and faster fucsimile transmission. These groups are exam-
ining how higher-bit-rate voiceband data modem signals will pass through
DCME. and whether demodulation/remodulation will be applied to them, as
well as to current facsimile signals. These concerns are encouraging increased
cooperation among the various study groups, which it is hoped will lead to a
standardized solution,

Conclusions

DCME is a critical technology which has permitted satellite communications
to remain competitive with other media through the INTELSAT v era and into
the INTELSAT VI era. The leadership provided by COMSAT and INTELSAT
has led o develepment of an international DCME standard that is being applied
within INTELSAT Vi systems. DCME built according to this standard not only
provides a multidestination capability, but also has been shown to be more
robust to bit errors than other proprictary DCMEs. Future challenges to be
addressed include fucsimile compression, other types of voiceband data com-
pression, tandem performance, and 16-kbit/s DCME. The application of DCME
will continue to be an important element in providing cost-effective communi-
cations and improving the efficiency of spectrum utilization by accommodat-
ing more simultaneous communications connections within a given limited-
spectrum resource in the INTELSAT VI system,

Acknowledgments

The [ESS-501 specification, and CCITT Recommendation G.763 which

followed, resulted from the cooperative efforts of individuals from signatory/

user administrations, manufucturers, und EUTELSAT, as well as COMSAT
and INTELSAT. The authors wish 1o acknowledye the valued contributions of



52 COMSAT TECHNICAL REVIEW VOLUME 22 NUMBER 1. SPRING 1992

numerous colleagues without which the achievement of an internatio-
nally recogrized standard would not have been possible. In particular,
S. J. Campanella is acknowledged for his contribution to the history of the
development of DCME presented in this paper, and for his early and continued
contributions fo the evolution of DCME technology.

References

[11 S.]. Campanella and J. A. Sciulli, “Speech Predictive Encoded Communica-
tions.,” 2nd International Conference on Digital Satellite Communications
{ICDSC?), Paris, November 1972, Proc.. pp. 342-347.

[2] 1. Poretti. G. Monry, and A. Bagnoli, “Speech Interpolation Systems and
Their Applications in TDM/TDMA Systems,” 2nd International Conference on
Digital Satellite Communications (ICDSC2), Paris, November 1972, Proc.. pp.
348-357.

[3] S.J. Campanella, “Digital Speech Interpolation,” COMSAT Technical Review.
Vol. 6. No. 1, Spring 1976, pp. 127-158.

[4] S. I Campanells e al., “The INTELSAT TDMA Field Trial,” COMSAT Techni-
cerl Review, Vol. 9, No. 2A, Fall 1979, pp. 293-340.

[5] . H. Rieser and M. Onufry, “Terrestrial Interface Architecture DSI/DNL”
COMSAT Technical Review, Vol. 15, No. 2B, Fall 1985, pp. 483-309.

(6] M. Onufry and S. J. Engclman, “Subjective Evaluation of the INTELSAT
TDMA/DSI System,” COMSAT Technical Review, Vol, 16, No. 1, Spring 1986,
Pp. 239-251.

7] S. Dimolitsas ef ¢i., “Evaluation of ADPCM Coders for Digital Circuit Multipli-
cation Equipment,” COMSAT Technical Review, Yol. 17, No. 2, Fall 1987, pp.
323-345,

[8] M. Onufry, * The New Challenge of DCME,” ITU Telecommunication Journal,
Special Issue on Speech Processing, Vol. 55, No. 12, December [988. pp.
831-837.

[9] INTELSAT Earth Station Standards. Document 1ESS-5(H, “Digital Circoit Mul-
tiplication Equipment Specification 32 kbit's ADPCM with DSI Revision 2,”
March 14, 1989.

[10] S.J. Campaneclla and I. H. Rieser. “Operating Aspects of New LRE/DSI DCME.”
&th International Confcrence on Digital Satellite Communications (ICDSCE),
Guadeloupe, FWI, April 1989, Proc., pp. 803-811.

[11] G. Forcina er al., “INTELSAT Digital Circuit Multiplication Equipment,” 8th
International Conference on Digital Satellite Communications (ICDSCS).
Guadeloupe, FWL. April 1989, Proc.. pp. 795-802,

[12] G. Forcina and D. Kennedy, “32-kbit/s DSI System for INTELSAT.” 7th Inter-
national Conference on Digital Satellitc Communications (ICDSC7). Munich,
May 1986, Proc., pp. 89-95.

DCME IN THE INTELLSAT VI ERA 53

[13] P.K.Feher, ed., Advanced Digital Communications Systems and Signal Process-
ing Technigues, New Jersey: Prentice-Hall, ISBN (-13-01119%-8 025, 1987, pp-
237-279.

[14] CCITT, Rec. Z.100, [Xth Plenary Assembly, Melbourne, November 988,
Vol. X, Fascicles X.1, X.2, X.3, X.4, and X_5.

[15] F. Hemmati, COMSAT Laboratories Technical Note, CTD-89/022, “Burst Error
Statistics of the INTELSAT IDR System,” February 27, 1989,

[16] T. Duong, COMSAT Laboratories Technical Note, CTD-%0-005, “Burst Error
Statistics of an INTELSAT IDR Type Carrier Qccurring in a Thermal Noise

Limited Linear Channel,” January 11, 1990. COMSAT Data Catalog No,
90DCO04.

Michael Onufry received a B.S. degree from Pennsviva-
nia Siate University in 1962, and performed graducte work
at both Noetheastern Universite and George Washington
Universirv. He is currenily Associate Director of the Com-
mumnications Technology Division at COMSAT Laborate-
ries. His experience includes echo canceller development,
64-kbit/s PCM and 32-kbit/s ADPCM, digital speech inter-
polation developmens, und encoding of speech. He has been
active in planning und implemeniing international field 1ri-
als in the INTELSAT network, and is responsibie for sub-

Jectivelv assessing various speech pracessing devices. Since

1977, Mr. Onufry has been the COMSAT Representative 1o CCITT Stucy Group XV,
where fte has been a Special Rapporteur for questions concerning echo cancellers,
syllubic companders, and digital circuit mudiplication equipment, fle is a member af
IEEE, and past president of the Marviand Chapter of the ASSP. .



54 COMSAT TECHNICAL REVIEW VOLUME 22 NUMBER 1. SPRING 1992

GianPiero Forcina graduated in electrical engineering
from the University af Rome, Ttalv, in 1965, and performed
postgraduate work af the George Washington University,
Washington, D.C. Since 1968, he has been involved in the
design of satellite systems both in Italy, ar Telespazio, and
in the Unired Siates, at COMSAT Laboratories, Fairchild
Space and Elecironics Compuny, and COMSAT General,
where he weas Manager of Systems Development. In 1978
he joined INFELSAT, Washington, D.C., where he has been
laryely concerned with the development of the INTELSAT
TDMA system.

W. Sian Oei received the Engenieur Degree in clectri-
cal engineering from the Delft University of Technology.
the Netherlunds, in 1974, He joined INTELSAT, Wushing-
ton, D.C.. in February 1982, and is currently a Supervising
Engineer in the Communications Engineering Section. He
has had ¢ number of responsibilities related fo implemen-
ration of the INTELSAT TDMA system, such ay TDMA
reference and monitoring station (TRMS) technical evalua-
tion, and the development of specialized test equipment and
$8SOG procedures. He also was active in devefoping speci-
fications for digital circuit multiplication equipment
(DCME).

Mr. Oei is curvently involved in studies on ihe introduction of efficicnt 1ISDN-
compuiible networks and the new svichronous digiial hievarchy (SDIf} IFanSRISSion
technology in the INTELSAT system. He huas represented INTELSAT in a number of
CCITT Study Groups dealing with digital networks, ISDN. data communications.
network switching and signaling. and digital transmission systems and equipmeni. In
addition. ke was active in the CCIR/CCITT 1990-92 Joint Ad Hoc Group on ISDN/
satellite matters, which studied I1SDN compatibility issues and other CCHT recom-
mendarions dealing with satellite network connection delay.

Tokuo Qishi received an M.Sc. in electronics enginecr-
ing from Niigata University, Jupan, in 1972; and « Ph.D.
in electrophysics from George Washington University in
1988, He worked for Hamamaisu Corporation in Japan,
Geargetown Universire, Online Computer Svsiems, and
COMSAT World Svstems. He joined INTELSAT in 1985,
and has been involved in DCME, low-rate TDMA, and
data compmications protocol studies. He is currently Se-
nior Engincer in the Comnuinications Svstem Engineering
Section. Dr. Oishi wlso represents INTELSAT in CCHT
Studv Group VI and ISO SC 21. He is a Member of IEEE.

DCME IN THE INTELSAT V! ERA

17}
Ln

Joln I Phiel, Jr. received B.S.E.F. and M.S.EE. de-
grees from Drexel University in {963 and 1963, respec-
tvelv. From 1965 to 1967 he was with the 1.8, Amay
SATCOM Agency, where he worked on the Initial D(jf('rrsr(’
Communications Satellite Program. He joined COMSAT in
1967, shere he was involved with transmission svsteni en-
gineering and earil station implementation. As a Senior
Communications Engineer in ihe Space and Information
Svstem Office of COMSAT General Corporation, hie wos
engaged in studies of new bisiness activities und COMSTAR
compunicalions performance analvsis.

I 1978, Mr. Phiel joined INFELSAT, where his activities have focused on the
design and implementation of the 120-Mbiifs TDMA system and the ([(.’l“!’r'r)"?l'l'!{'.'.'!‘ of the
TESS-501 DCME specification. He is currently Department Manager of C‘rmmim-rimf
tioms nginecring at INTELSAT,

Juck H. Rieser veceived a B.SEE. from the University
of Cinctnnati in 1975 and an M.S.EE. from ihe Jm’m-.s
Hopkins University in 1982 He is currently a Senior Scien-
tsi I the Voice Band Processing Departinet of the Coi-
municeations Teclmology Division ai COMSAT Laborato-
ries. Hewas the Project Engineer responsible for the desion
and development of the INTELSAT BG-42-65 DSI termiiial
for use in the INTELSAT TDMA network, and the 32-kbit/s
ADPCM/DST system delivered 1o INTELSAT wnder con-
tract INTEL-359. He served as lead engineer tn the hard-
ware aid software developrient of « facsimile interfuce
unit (FIU) for use in the Inmarsat network, and was chaivman of o gy which
developed a DCME standard in the U.S. TIY 1 Standards Commintee.

Since joining COMSAT in {975, Mr. Rieser has had design and development
responsibility for various DST systems and voiee swirching pertaining to PCM and
delia modulation. He has also performed several studies i data and Jacsimite trens-
arission via defra modnlation ar 32 kbit/s, and ways the serior ms)mk}z—’}‘ of the team
respomsible for developing the first commercial COMSAT echo ('(rm‘(’.’/(;r. He is a
member of Eta Kappa Nu and a Senior Member of the IEEE. He is also the recipiesit of
the ANST T Outsianding Aclicvement Award for his work in DCME ‘\'mm."(H‘d.“;u!r‘m;,
aid the COMSAT Laboratories 1986 Research and Development Award Jor s pio-
necring work in DCME.




Index: communication satcllites, television,
{ransmission, compression

Video transmission and processing in
the INTELSAT VI era

L-N. LEE AND A. K, SINHA

(Manuscript received October 18, 1990))

Abstract

The performance of conventional and high-definition television (HDTV) transmis-
sion within the INTELSAT system during the INTELSAT VI era. using several video
signal processing techniques, is examined. In addition, standard analog television
transmission techniques within the INTELSAT system, including conventional full-
transponder TV and half-transponder TV, are bricfly reviewed. Efficient mecans of
sending high-quality analog and digital tclevision sipnals via satellites such as
INTELSAT VI are discussed, including time-multiplexed television with its accompa-
nying digital audio channels, convéntional digital TV, compressed digital TV, and
low-bit-rate teleconferencing TV. Potential techniques for distributing HDTV signals
via INTELSAT VI are also presented.

Intreduction

The volume of television transmission via the INTELSAT system has
grown rapidly throughout the last decade. Video signal processing technology
has progressed at a similar pace, as the global village becomes increasingly
linked by international television. With the rapid advancement of digital video
processing and satellite transmission technology, transmission techniques that
can significantly enhance space segment efficiency have become practical o
implement. TV services, particularly over leased transponders, enjoy the high-
est growth rate of all of INTELSATs service offerings. This rapidly increas-
ing demand competes for limited space segment resources. Thus, techniques

57
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that provide high quality while making efﬁcie.m use of th.e satellite are‘ of
ultimate importance as communications move into the INTELSAT VI era, and
beyond. . _ . -

As a consequence of major advances sohcli—statff m.le.grateall uru.uu
technology in the last decade, the components rcquu‘c@ -for digital v1deo sig-
nal processing—such as high-speed analqg—t.o-dl'gllal an.d.d1g.1'tal-.m:
analog converters, high-speed memory and logic c1rcu1Ts, and digital ﬁ“‘eﬁmé
processors—are now available at reasonable cost. Thl-.-ls-ll has become posmbl_e
to apply digital signal processing to improve the ‘efhc.:lency O_f.‘ z.malog te~le\.f1‘-
sion transmission via INTELSAT. One example of a highly efficient transmis-
sion lechnique is time-multiplexed television (TMTV) [1],[2]. '

With efficient coding and modulation techniques that can be apph;d' to
reduce both the space and earth segment resources rc'quired o send digital
signals, the prospect of using less transponder ba[lfjWId-Ih. and smalle.r eurt?l
stations constitutes a powerful economic incentive for digital Tv. The impor-
tant role digital TV is likely to play in the future dcvclopn?em of te]eq)mmum—
calions services is also cvident in the continuing evolution of the mtegralcd
services digital network (1SDXN), and particularly in the current .emphasml ()n
broadband ISDN (BISDN). High-definition telcvision (HDTV),‘-Wthh promls.es
far better picture quality than conventional television and olhfers the potent‘lz}l
for many new services, is also expected to make the transition from E!).(pLI'li
mental transmission to commercial service via the INTELSAT system in the
1991 to 1995 period. o o

This paper cxamines the impact of these new Lcchnolog}es in t‘crfnf.‘of
improved efficiency and quality. as illustrated by examp_lcs using [l.\ITIT.l_bAl ‘VI
satellites. Following a bricf review of the analog Lelew.su‘on trzmsmlsS{on te_ch-
niques currently used in the INTELSAT system, an eff:ICICI.I'[ means ol sending
high-quality analog TV signals using time 1nL|ltlp]ex:ng is exammed..‘ ?om—
pressed conventional digital television, and polennal techniques for distribut-
ing HDTV signals via INTELSAT, are also discussed.

Conventional analog TV/FM in the INTELSAT system

Television signals have heen transmitled in analog form wi‘th. freqL‘lcncy
modulation {FM) within the INTELSAT system for decades. This is typically
done in two formats: full-transponder TV (FTTV) and half-transponder TV
(HTTV) {3]. _ ‘ o

In general, a “studio-quality”™ signal is reqplred‘ _for conmbut.lr}g raw [‘)r‘o‘—
gram materials for electronic editing and special-effects composition. It ha.s a
weighted signal-to-noise ratio, /N, of 56 dB or betier, with full resolution
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and virtually no distortion. A “broudcast-quality” signal, which is required for
distribution prior to final broadcast to the viewer. has an §/N,, of 50dB or
better, with tull resolution and minimum distortion (based on a set of quality
measurements such as those specified by the Electronics Indusiry Association
(ETA]}L Prior 1o 1987, HTTV was also employed in 36-MHz global-beam
occasional-use transponders.

FITV typically occupies 30 MHz of bandwidth, providing a studio-quality
signal for contribution-type services in both occasional-use and leased tran-
sponders, whereas HTTV typically uses 20 MHz in 41-MHz occasional-use Tv
transponders and may be suitable for distribution and broadcast-lype services.
Weil-defined standards have been established within the INTELSAT commu-
nity for the operation of FrTv and HTTV.

FTTV is generally used to achicve studio-quality transmission, while 1TV
provides a less costly alternative for broadcast- or near-broadeast-quality trans-
mission. FTTV is also used to provide sufficient link margin for small-station
reception in domestic and international leases. where the quality can be much
lower than estublished INTELSAT standards. The FTTv signal is typically
operated at transponder saturation. Its deviation is set by Carson’s rule so that
no distortion caused by spectral truncation is generated, except in some cascs
where filter bandwidths less than 30 MHz are used to improve the received
carrter-to-noise ratio, (YN,

HITV is operated at 1.5- to 2.0-dB total output backolf to minimize crosstalk
between the two TV carriers, or their sound program channels, carried by a
single transponder with its attendant nonlinearity and AM-PM transfer charac-
teristics. Its deviation is much greater than that allowed under Carson’s rule,
in order to maximize the S/V al the reccive side. Recently, INTELSAT has
also initiated leased-bandwidth services based on a mix of two 17.5-MHz
TV carriers and one 20-MHz Tv carrier in a 72-MHz hemi/beam transponder
(3 TV/72 MHz). This is accomplished by carefully spacing the Tv carriers and
operating the transponder with sufficient backoff to minimize crosstalk and
intermodulation products. Operation of both HTTV and 3 TV/12 MH7 uses
[requency-division multiple access (FDMA) so that different TV signals can be
independenly transmitted from separale up-link locations.

FTTV, HTTV, and 3 Tv/72 MHz are expected 1o continue to be the most
commonly used modes for TV transmission in the beginning of the
INTELSAT VI era. They will enjoy the increase (of at least 2 dB) in effective
isotropically radiated power (e.ir.p.) provided by the INTELSAT v spaccerail
in some transponders (which gencrally can be translated into higher S/N,. and
thus better quality, or the use of smaller earth stations). Consequently, in-
creased use of HTTV is anticipated, particularly within the higher-power hemi,
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zone, and Ku-band beams. Transmission parameters for the FTTV and HTTV
modes are specified in INTELSAT Eurth Station Standards Document 1ESS-
306 [3] for open-network operation in global-beam C-band transponders.
Recommenditions for the 3 TV/72-MHz mode for Ku-band transponders have
been introduced more recently. Table 1 shows the National Television System
Commitee (NTSC) 525/6( transmission parameters and the 57V, that can be
expected using these transmission techniques between original Standard A
(G/T = 40.7 dB/K) carth stations with 10° elevation angle. In the table, f, is the
maximum bascband frequency. A f, is the peak deviation, and @ is the com-
bined weighting and emphasis gain. The International Radio Consultative
Committee (CCIR) pre/deemphasis network with a @ value ol 12.8 dB s
assumed.

TABLE |. TRANSMISSION PARAMETERS AND EXPECTED S/N,, FOR NTSC TV
SIGNALS USING CONVENTIONAL FM TRANSMISSION

NO.OFTY RF

CARRIERS/ BANDWIDTII C/N fin Al Q SIN gy
TRANSPONDER (MH) {dB) (MH7) (MHz) (dB) By
L (FTTV)* 30,0 222 42 10,75 124 59.5
2 (HTTV)* [7.5 or 20 20.1 or 4.2 7500 12.8 519 0r
19.5 9.4 53.8
3 TV/72 MHz 17.5 or 20.0 [2.0%% 1.2 7500 12.8 43.60or
9.4 45.6%%

* Original Standard A earth station (/7 = 40.7 dB/K; INTELSAT V1 global beam c.irp. =
26.5 dJBW o
#Minimum aceeptable performance. May he higher with uctual INTELSAT VI Ku-bund
transpender.

Time-multiplexed analog television

As an alternative to the FTTV. HTTV, and 3 Tv/72-MHz modcs, the TMTV
technique [1].[2] allows transmission of three near-broadcast-quality televi-
sion signals, or two studio-quality television signals, in a single 36-MHz
transponder. This is accomplished by removing information corresponding to
diagonal resolution in the television signal (since human vision is relatively
less sensitive to diagonal resolution than to horizontal and vertical resolution)
and time-multiplexing each television signal in the component form. The
bandwidth-reduction technique allows the high-frequency luminance informa-
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tion and the chrominance-difference signals to be transmitted every other line
within the same field. Thus, in a two-line period, four component signals are
transmitted; a full-bandwidth Tuminance signal, ¥; a halt-bandwidth lumi-
nance signal, ¥;; and the two chrominance components, ¢/ and V. Time-
multiplexing is accomplished by sampling each component at a rate appropri-
ate for its bandwidth, writing the sampled data to separate buffer storage, and
reading out the stored data at a higher speed at the appropriate time. Two or
three television signals, each consisting of the four components, are then
multiplexed in the two-line period, as shown in Figure 1. Since no temporal
processing is involved, this technique generates no motion artifact. Using
single-carrier-per-transponder time multiplexing, it is possible to operate the
transponder al full saturation. By removing visually less-percepiible diagonal
resolution information, the total {ransmitted baseband bandwidth is reduced,
allowing more FM deviation for a given transponder bandwidth.

With component transmission, there is no color subcarrier or sound pro-
gram channel(s) at the high end of the baseband. Thus, about 4-dB overdeviation
is permitted. The transmission characteristics of the TMTV signal are outlined
in Table 2. The S/¥,. achieved by using this technique is comparable to FTTV
for two TMTV signals per carrier, and to HTTV for three T™MTV signals per
carrier. The lower §/¥,, of the three-per-carrier version is attributable to the
greater basehand bandwidth of the time-multiplexed signal, which requires
the use of a smaller deviation in the transponder and a wider post-detection
filter in the receiver.

When a TMTV signal is transmitted in a 36- or 41-MHz transponder. the
problem of intelligible crosstalk between adjacent channels within the same
transponder (common to conventional HTTV in a frequency multiplexing
schemne) does not exist in a time-multiplexing scheme. Similarly, NTSC arti-
facts such as cross-luminance and cross-chrominance are avoided. TMTV also
uses a deemphasis network with an impulse response much shorter than that
of the CCIR deemphasis commonly used for composite signals. Consequently,
the impulse noise is also subjectively much less annoying than that encoun-
lered in conventional FTTV or HTTV when operating below the Fv threshold.
Thus, the NTSC signal reconstructed by the TMTV processor generally pro-
vides somewhat better subjective quality than conventional HTTV.

In T™TV, the synchronization signals arc transmitted digitally using two-
level amplitude shift keying. Because these two digital signal levels are within
the standard peak-to-peak range for active video (e.g., 0.7 V into 75 Q). the
combined TMTV signal has the same peak-to-peak range. Because this is about
70 percent of the peak-to-peak voltage range for the composite NTSC signal
with standard analog sync-lip, a sync-removal gain of about 3 dB is achicved.
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TABLE 2. TRANSMISSION CIHHARACTERISTICS OF TMTVH

NO. OF TV RF BANDWIDTH (/N S Mp ¢ SNy
SIGNALS/ CARRIER (M) () (MH2)  (MHz" B (dB)
2 36.0 215 7.4 16.8 15.0 55.5
3 36.0 215 10.5 4.0 15.0 5.5

* Original Standard A eacth station G/ = 40.7 dB: INTELSAT VT global beam eLrp. =
26.5 UBW,

" Corresponding o 4 dB over Carson’s rule.
“ Includes 10-dB noise weighting gain, 2-dB emphasis gain, and 3-dB gain dug (o
synchronization removal.

Extremely reliable synchronization can be maintained in very noisy channels,
even for C/N < () dB,

The sound program signal is encoded digitally. Digital audio data are
transmitted in the horizontal blanking interval in the case of two television
signals per 36-MHz transponder. or in the vertical blanking interval in the
case of three television signals per 36-MHz transponder (for which horizontal
blanking intervals are too small). Thus, no additional satellite capacity is
necded to transmit sound program channels. TMTV is designed to accommo-
date at least one stereo pair of high-fidelity sound program channels for each
video channel, with some additional digital chunnel capacity for ancillary data
transmission.

With the higher c.ir.p. available in the 72-MHz transponders on
INTELSAT VI, it is possible to send two TMTV/EDMA carriers in a 72-MHz
transponder with the transponder backed off by about 1.5 to 2.0 dB, thus
allowing the transmission of four to six TMTV signals in a single 72-MHz
transponder al broadcast or near-broadcast quality. Therefore, the T™MTVY tech-
nique provides a significant improvement in transmission efficicncy for ana-
log television transmission via satellite. In November 1990, this configuration
was used in a successful demonstration of T™MTV transmission, simulating six
television signals per 72-MHz transponder between Gooenhilly, UK., and
Staten Island, N.Y., U.S.A.. using an INTELSAT VI satellite in the Atlantic
Ocean Region (AOR) [4]. (A 30-MHz FITv signal was used to cmulate the
second TMTV carrier in the same 72-MHz transponder.)

In practice, TMTV is implemented by means of a digital video processor
which cun be added 1o the existing Fm link. Because this is an evolutionary
change from existing FTTV or HI'TV modes, transition from conventional trans-
mission is not difficult. All existing carth station equipment (with the possible
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exception of IF filters) can still be used; the TMTV processor is added before
the FM modulator and after the FM demodulator. The initial version of the
TMTV processor requires that all TV signals be routed through a single up-link.
With additional buffers and controllers, television signals can be transmitted
directly from more than one up-link station in a time-division multiple access
(TDMA) mode.

Conventional digital television

Due to the rapid advancement of digital integrated circuit technology and
signal processing techniques, the quality of digital television has improved
significantly in the last decade. A major step toward the implementation of
digital TV service worldwide under an open-network concept will be the
adoption of suitable standards for the compatibility of equipment and the
interoperability of networks and systems. Such an international standard is
currently being developed under CCIR and Tnternational Telephone and Tele-
graph Consultative Committee (CCITT) Joint Interim Working Party (JIWP)
CMTT/2. A hybrid of (wo algorithms—one based on differential pulse-code
modulation {DPCM) and motion compensation, and the other on discrete cosine
transform (DCT)—is under test, and standards on coding algorithms for 34 and
45 Mbit/s are being finalized. Lower bit rates are also under consideration for
secondary distribution service applications.

In recent years [5], 45-Mbit/s digital Tv based on three-dimensional DPCM
has been used regularly by U.S. broadcasters for certain programs between
Washington and New York, over a fiber optic link. An eight-city field trial
over fiber optic cables is currently being conducted by the regional Bell
operaling companies in the U.S., and eventual acceptance of 45-Mbit/s digital
Tv by U.S. broadeasters as an alternative to analog transmission is expected.

Combined with a rate 3/4 forward error correction (FEC) code, a 45-Mbit/s
digital Tv signal can be transmitted via INTELSATs intermediate data rate
(IDR), an ISDN-compatible digital service, in a 36-MHz transponder. Alterna-
tively, two such signals can be transmitted in a 72-MHz transponder. With
FEC coding, these signals require 4 to 7 dB less operating carrier-to-noise
power density ratio, C/N,,, than FTTv, allowing the transmission of broadcast-
quality television signals to smaller earth stations.

While the usc of FEC improves satellite capacity for the power-limited case,
the redundancy introduced by FEC increascs the bandwidth requirement. The
maximum capacity of a satellite channel can be reached by optimizing the FEC
code rate selection for a given earth station type. Punctured convolutional
codes with Viterbi decoding provide a powerful means tfor tacilitating this
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tradeofT between power and bandwidth. To illustrate the eftectiveness of a
combination of FEC and digital television coding using an INTELSAT VI satel-
lite, the smallest earth stations that can be used for digital TV reception at 17,
34, and 45 Mbit/s were determined through a detailed link budget analysis and
are summarized in Table 3 for three types of transpenders with both low- and
high-gain settings.

Currently, IDR service is available for transmission at bit rates up to 45 Mbit/s,
Digital TV transmissions at all bit rates selected by the JIwp CeMT/2, as well as
at any intermediate bit rate, could also be provided in the framework of IDR.
Eventually, performance specifications at various bit rates, which are tailored
to specific service applications ranging from video-teleconferencing to studio-
quality contribution services, could be developed to achieve greater effi-
ciency, flexibility. capacity, and economy. At this time, the cost of a
45-Mbit/s codec with the required quadrature phase shift keying (QPSK)
modem and FEC codec to facilitate a 45-Mbit/s digital video link is signifi-
cantly higher than that of a high-quality FM modem typically used for FTTV.
However, this cost is rapidly decreasing as the technology for digital process-
ing and storage advances. By the mid-1990s, it is expected that digital televi-
sion will become very cost-effective, and the use of digital TV for various
types of services will steadily increasc.

An area of particular interest is the option of using enhanced bit-rate
reduction techniques for certain service applications. With the rapid develop-
ment of digital signal precessing integrated circuits, sophisticated signal pro-
cessing techniques such as DCT can now be implemented in a single chip. This
has opened up opportunities for the digital coding of entertainment-quality”
television at data rates between 3 and 6 Mbit/s. With powerful FEC, these
signals can be transmitted to small carth stations using IDR. Satellite news
gathering (SNG) signals between 6 and |5 Mbit/s, allowing direct transmission
of international news from a mobile up-link terminal via INTELSAT, are also
likely to become popular. These reduced-bit-rate television codecs can also be
incorporated into a “fly-away” terminal that can be transported to any part of
the world on short notice to cover unfolding news events. (Antenna diameters
smaller than 3.5 m arc anticipated for such terminals.)

Substantial progress has also been made in the area of teleconferencing
codecs operating at data rates between 56 kbit/s and 2.048 Mbit/s with limited
motion. A p X 64-kbit/s coding standard (where p represents an appropriate

*Roughly dgf‘ined as quality about the samc as, or slightly better than, that of the
present VHS videocassetie recording {i.e., reduced resolution and $/N of about 40 dB,
with minor artifacts).
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TABLE 3. SMALLEST EARTH STATIONS FOR DIGITAL TV RECEPTION
FROM INTELSAT VI FOR VARIOUS TYPES OF CARRIERS AND
TRANSPONDERS OQPERATING AT HIGH AND LOW GAIN STEPS

TRANSPONDER TYPE

36-MHz  72-MHs HEM]  72-MHzx
GLOBAL OR ZONE SPOT
NO.OF TV CARRIER
CHANNELS!  DATARATE FERC CODE

TRANSPONDER  (Mbivs) RATE  HIGH 1OW HIGH LOW HIGH LOW
| 45 172 - - Fl Fl El El

1 45 3/4 F3 F3 2 F2 E2 E2

2 45 3/4 - - F2 F2 E2 E2

1 34 3/4 E2 F2 F1 F1 El El

2 34 374 - - F2 F2 E2 E2

1 17 172 Fl Fl Fl Fl El El

1 17 374 2 R Fl Fl El  El

2 17 34 F2 R Fl Kl El El

3 17 172 - - F2 F2 E3 E3

3 17 3/4 - - F2 F2 - E3

3 17 18 - Ap B F3 - -

4 17 172 - - F2 F2 C E3

4 17 3/4 - - F3 F3 - C

4 17 718 - - Ap B - _

3 17 3/4 - - B B - -

5 17 78 - - - Ay - -

Notes:

1. The following G/T values (in dB/K) may be recalled for INTELSAT standard earth stations:

» C-band {global/hemifzone beams): Ay (new A) =35, B =31.7. F3 =29, F2 =27,
Fl =122.7. .
» Ku-bund (west and east spot beamsy: C =37, E3 =34, E2 =29, El = 25.

2. For  single TV channel, earth stations smaller than Standard ElL or Fi may be allowable (under
Standard Z category) in seme cases. For instance, an earth station with G/T = 22 dB/K could
reccive a single 17-Mbit/s TV channel in the spot beam. - .

3. Mareins of at least 8.6 ¢B for the Ku-band down-links and 1.6 dB for the C-band down-Fnks
are assumed. o

4. Blanks indicate either power or bandwidth limitation.
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integer) has been developed by the CCITT, and as a result the cost of telecon-
ferencing codecs is expected to be reduced. This p > 64-kbit/s digital televi-
sion can be transmitted using both International Business Service (1BS) and
IDR circuits, and also performs well with the INTELSAT TDMA network
architecture. Furthermore, an important aspect of the emerging BISDN is its
ability 1o provide one-way packet video and two-way video-teleconferencing
to end users. Since INTELSAT TDMA, 185, and 1DR services are being used to
interconnect various “ISDN islands™ (regions having 1SDN subnetworks), it is
expected that transmission of p X 64-kbit/s digital television signals will
increase significantly throughout the INTELSAT Vi era.

HDTV transmission via the INTELSAT system

HDTV, which ofters twice as much resolution in both the horizontal and
vertical dimenstons as conventional Tv. is expected to transition from experi-
mental transmission to revenue-bearing tratfic in the INTELSAT VI era. How-
ever, HDTV signals must be considerably compressed in bandwidth before
long-haul transmission hecomes practical. Either analog or digital formats
may be used. A format compatible with that of final distribution to the end
users would be attractive, as no further conversion would be necessary.

Since a single worldwide HPTV standard is still far from a reality, it appears
that as many as three different HDTV production formats may need to coexist
during the INTELSAT vi era. As long as HDTV is handled on a leased-bandwidth
basis, the closed-network operators will probably select the format mast suit-
able for their audience. Thus, it is possible that cameras of all three standards
may have to be used to produce the same international event for distribution to
different countries, or that standards converters will be needed to convert from
one format to another prior 1o transmission. “Live” satellite distribution of
international events worldwide in HDTV form will be difficult without stan-
dards conversion. The availability of good HDTV standards converters can
facilitate the use of INTELSAT for HDTV distribution.

The multiple subsampling encoding (MUSE) of the Japanese broadcasting
company, NHK {6]. and the high-definition multiplexcd analog component
(HD-MAC) |7] of western Europe’s Eureka project are designed for FM trans-
mission. Sophisticated noise-reduction signal processing techniques are used
lo significantly improve the S/, of the received signals, Table 4 summarizes
the minimum-size INTELSAT earth stations required to receive MUSE signals
using various INTELSAT VI 36-MHz C-band transponders [8]. The S/V,. values
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TABLE 4. SMALLEST EARTH STATION FOR RECEPTION OF HDTV SIGNALS IN
MUSE FORMAT USING 36-MH7 BANDWIDTH WITHIN AN
INTELSAT VI C-BAND TRANSPONDER.

NO. OF

TRANSPONDER HDTV SIGNALS/ EARTH SN e
TYPE TRANSPONDER STATION (dB)
Global 36-MH:z 1 F3 52.5
Hemi/Zone 72-MHz 1 F2 55.0
Hemi/Zone 72-MHz 2 B 547

Notes: .
1. Global and hemifzone e.i.r.p. are 26.5 and 31 dBW. respectively.
2. Per-carrier output backeff of 5 dB is assumed for half-transponder HDTV.

in the table are obtained by numerical integration of the noise spectral density
after noise reduction processing using the CCTR Rec. 451-2 noise weighting
function. From the table, it appears that HDTV signals in these formats can be
transmitted in an INTELSAT VI transponder using 36-MHz bandwidth, and
received by appropriate standard INTELSAT earth stations with rcasonai?le
quality. If the final broadcast to the end user is in the same format, satellite
transmission using these formats will be a logical choice.

With terrestrial telecommunications facilitics rapidly being converted to
digital transmission, an alternative to transmitting HDTV signal§ within the
INTELSAT system in their final broadcast format is to transmit the HDTV
signals digitally. While early development of digital HDTY has b.een concen-
trated at rates of 100 to 140 Mbit/s 9], a bit rate consistent with the local
digital hierarchy in multiples of 34 or 45 Mbit/s may be more Practical for
many countries. In this range of data rates, the traffic recelv.ed .by the
INTELSAT euarth stations can easily be routed to its final destination for
rebroadcast via terrestrial digital links. Direct on-premise reception using a
fairly small antenna would also become possible for hemi- or zone—.beam
transponders, provided the coded HDTV signal has a reasonably low bll- rate
(45 Mbitss, for example) [10]. Since the quality of a digitally encoded mgn.al
remains fairly constant until the bit error rate (BER) drops below a certain
threshold, and since FEC can be used to maintain the BER performance above
the threshold with an energy-per-bit to noise-power density ratio, E/N . as
low as 5 to 6 dB, digital transmission will become increasingly attractive for
HDTV.
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In mid-1991, a 15-Mbit/s HDTY scheme was proposed by General Instru-
ments as a possible candidate for terrestrial broadcast within the U.S. [11].
Other U.S. proponents also decided to change their original analog transmis-
sion formats to digital [12],[13]. While rate 3/4 FEC and 16- or 32-quadrature
amplitude modulation (QAM) are used in these proposals for 6-MHz terrestrial
broadcast, the same video information modutated with conventional QPSK can
be transmitted via satellite using only a small fraction of an INTELSAT VI
transponder. These proposals generally have an information bit rate in the
range of 15 to 20 Mbit/s. For terrestrial broadeast, 16- to 32-QAM, in conjunc-
tion with FEC coding of about rate 3/4, were proposed. It is natural to expect
that the same compressed information can be modulated by a opsK modem,
encoded with an appropriate FEC ¢code, and transmitted through a small frac-
tion of an INTELSAT VI transponder, based on the parameters given in Table 3.

The U.S. Federal Communications Commission (FCC) is to make a final
selection for the U.S. Advanced Television (ATV) format in the spring of
1993. Cost-effective receiver and digital ATV decoder hardware are expected
to become available subsequently. Satellite distribution of highly compressed
HDTV signals in the ATV format will then become a reality in the U.S,;
however, the feasibility of concatenating MUSE or HD-MAC in tandem with the
ATV compression has not been a consideration in the FCC selection process,
Thus, it remains to be seen whether the highly compressed ATV format will be
used for HDTV distribution within the INTELSAT system. Alternatively, a
higher quality, less compressed HDTV format in the 34- to 45-Mbit/s range
could become the choice. The intense development activities by HDTV propo-
nents have also produced a “spillover” effect on the video compression technol-
ogy for conventional television. Conventional television signals at 17 Mbit/s
or lower may become quite acceptable for near-studio-quality applications by
the end of the INTELSAT VI era.

Conclusions

Significant improvements are being achieved in the efficiency of both
digital and analog techniques for the international transmission of television
signals, INTELSAT VI offers the additional advantage of higher e.ir.p. in the
hemi- and zone-beam transponders, which can make possible the use of smaller
receiving earth stations or improved signal quality. The substantially greater
capacity of INTELSAT V1 may also help to usher the emerging HOTV technology
into commercial reality. It is expected that many innovative video services
will arise from the improved space segment technology of INTELSAT VI and
further advances in video signal processing techniques.
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INTELSAT 603 “*reboosted” to
synchronous orbit
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Abstract

During the launch of the INTELSAT 603 satellite, the sccond stage of the TITAN
launcher failed 10 sepurate and the satellite was left stranded in low earth orbit. A
program was devised to rescue the satellite by bringing a new perigee kick motor to 1t
using the Space Shuttle, and “reboosting™ the satellite to synchronous orbit to fullill ity
intended mission. Despite extensive preparations, urexpected problems were encoun-
tered in carrying out these plans, although complete success was ultimately achieved.,
This paper outlines the preparations, discusses the mission itsell, and examines the
lessons learned.

Background

On March 14, 1990, the INTELSAT 603 salcllite was launched aboard a
commercial TITAN launch vehicle. While the propulsion system of the [auncher
functioned properly, the sccond stage failed to separate tfrom the satellite. To
prevent the imminent rcentry of the spent second stage with the attached
satellite assembly, the launch team quickly acted on its only option—to re-
lease from the satellite the unused perigee kick motor (PKM), with the TITAN
sccond stage attached. This left INTELSAT 603 in an initial orbit of 193 X 93
nmi, with one major concern: the possibility that the silver interconnects
between solar cells would be eroded by atomic oxygen at that fow altitude. Of
lesser concern was the effect of residual atmosphere in continuously perturb-
ing the atitude or orientation of the satellite.

To minimize the cffects of atomic oxygen on the solar cell interconnects, it
wis soon decided to raisc the orbit of INTELSAT 603 using some of the limited

73



74 COMSAT TECHNICAL REVIEW VOLUME 22 NUMBER I, SPRING 1992

onboard propellants, thus reducing the eventual stationkeeping lifctime of the
satellite. Orbit-raising was accomplished in two steps, as models for the
erosion process were evaluated and refined. The orbit was first raised to 215
X 141 nmi, and eventually (o about 303-nmi circular.

To accurately asscss the impact of atomic oxygen erosion, test panels were
flown on National Aeronautics and Space Administration (NASA) Space
Transportation System (Shuttle) mission 41 (s15-41) in October 1990. The
results of these experiments, and the consequent refinement of the erosion
model. provided confidence that the satellite would retain adequate silver
thickness 1o survive the reboost mission and operate for 10 to 15 years in
synchronous orbit, even after several years in low carth orbit (1.E0) at 300 nmi.
This effort is discusscd by Dunnet and Kirkendall in Reference 1.

The power of teamwork

The success of the reboost mission that positioned INTELSAT 603 in geo-
synchronous orbit can be attributed 1o teamwork, which involved literally
hundreds of persons in a number of organizations: NASA, Hughes Aircraft
Company (HAC), INTELSAT, COMSAT, Scitor. and others. Members of all
these organizations worked together as one in the INTELSAT Launch Control
Ceniter (ILCC), which in turn worked as a tcam with personnel from these same
organizations at Cape Canaveral during the launch phase and at the Johnson
Space Center throughout the mission. While all cannot be listed here, some
deserve special mention,

The NASA team included astronauts Dan Brandestein, commander: Kevin
Chilton. pilot; Pierre Thuot, Rick Heib. and Tom Akers, extravehicular activ-
ity (CVA) team: Kathy Thorton, deployment; and Bruce Melnick, remole ma-
nipulator system (RMS$) operator; as well as NASA flight director, Al
Pennington. The HAC staff included Chuck Rubin, program manager; Jerry
Salvatore, head of the rendezvous team: Loren Slafer, head of the attitude
control and determination tcam; Len Dest, system engineering and alternate
INTELSAT mission director; and Mark Altobelli, for the dynamic mission
sequence of events. The COMSAT staff included Nelson Roth, propulsion;
Keith Volkert, mechanisms; and Jeff Robinson, thermal. The INTELSAT
team included Erland Magnusson, mission director; Lakh Virdee, systems
engineering and INTELSAT Flight Operations tcam leader: Charlie Johnson.
reboost program manager: and Ramu Potarazu, 1.0C coordination—whose
leadership was characterized by enthusiasm that was contagious! In addition,
there were countless persons on the various teams, including those at the six
INTELSAT tracking, telemetry, and command (TT&C) stations. who worked
very long and well to bring about the eventual success ol the mission.
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Reboost mission planning

As soon as the satellite was stabilized. INTELSAT approached NASA to
faxplor.e thc possibility of rescuing the satellite using the Shuttle. Preliminary
.lr]VCStlg.’:lthI]S carricd out by INTELSAT, HAC, and NASA were encourag-
ing, and INTELSAT awarded contracts (o HAC and NASA in July 1990. The

reboost mission was planned to use $T$-49, the maiden fli ght of the Shuttle
Endeavour.

Reboost hardware

The basic plan was to design and build a cradle. a grapple fixture (capture
bar), and the associated hardware needed to support a fully loaded PKM to
LEO. The astronauts would then grapple the satellite, secure it mechanically
Fmd electrically to the PKM, and release it from the Shuttle. To meet (he
witially projected launch schedule of April 1992, the hardware {Figure ) was
dF:]iveer, on schedule, 19 months after contract award. Details of the spe-
c:'ally designed hardware built by HAC are presented in Figures 2 and 3 and
Fhscussed in Reference 2. HAC also supplied the PKM, which was originally
mtended for use by INTELSAT VI satellites with Shuttle launches prior to the
Challenger disaster. This PKM was of the same design used for the TITAN
launch, except that it was fully loaded with propeliant [3]-[6]. ‘

Figure 4 depicts the capture bar assembly provided by NASA. The intent
was for an astronaut, perched at the end of the Shuttle’s RMS, to first attach the
capture bar to the docking ring of the satellitc. The RMS would then be “hard-
docked” to the right-hand beam extension of the capture bar and would be
used to place the satellite on top of the PKM for its final securing in the Shuttle
payload bay. The first part of this procedure did not £0 according to script
although the last part did. 1

Manewver plan

A very complex series of maneuvers was planned to be execuled before the
satellite could be moved into the Shuttle bay. Because of the total payload
mass of about 28,000 1b to be carried to orbit, the Shuttle could safely attain an
orbit height of only 190 to 200 nmi, while the satellite was parked at about
303 nmi at the time of the mission. However, INTELSAT did not wish to
lower _the orbit of the satellite until it was assured that the Shuttle would be
comrmttcd to orbit, since the satellite could not survive prolonged exposure to
atomic oxygen at the orbit height of the Shuttle. In case of a Shuttle launch
abort, the option of raising the orbit and lowering Il once again lor a later
Shuttle mission would have been too costly in terms of satellite propellants.
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Based on these considerations, the reboost mission was planned on the basis
of the first dual-active rendezvous since Gemini, and would entail the first in-
orbit attachment of a large, solid-propellant rocket motor.

This unique mission required that INTELSAT 603 and Endeavour rendez-
vous within a “control box™ at a control box start time (CBST) that occurred at
a mission elapsed time (MET) of 46 hours. The control box is actually a
volume in space whose exact location was to be defined by NASA approxi-
mately 5 hours after Endeavour liftoff. It would have the shape of a parallelo-
gram whose boundaries define altitude and phase limits. The third boundary
defines orbital planar limits. The control box extends over 6° of arc in a 190-
to 200-nmi circular orbit, as depicted in Figure 5, with an inclination of
28.35%,

CONTROL ALTITUDE (nmi)
BOX .
‘ o a
258" 19.3° 15.8
\¢ * tl
< /—— 201.9nmi

~— 197 nmi

+*— 192.8 nmi /

N U,

190 nmi

" PHASE (deg)

STS ALTITUDE
50° RAISED TO
| ’ \ 180 nmi
AT 46-nr MET:  INTELSAT IN STS AT CONTROL
CONTRGL BOX BOX ORIGIN
PHASE = 15.8° PHASE =0’

ALTITUDE = 197 nmi  ALTITUDE = 190 nmi

Figure 5. Rendezvous Profile: Liftoff to CBST

To rendezvous with INTELSAT 603, the Shuttle had to launch into a “phan-
tom” orbital plane with the same inclination as the satellite and a right ascen-
sion of ascending node slightly offset from the INTELSAT 603 plane. This
phantom plane is required because of the differential nodal regression of the
two vehicles, which decreases to zero by the time of the rendezvous. Addi-
tionally, the phase angle between the vehicles must be brought to zero. The
phase angle is defined as the angle measured from the position vector of the
Shuttle (projected onto the orbital plane of the larget) to the INTELSAT 603
position vector (Figure 6).
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Figure 6. Phase Angle

The need to achieve zero planar and phase difference between Endeavour
and INTELSAT 603, along with various safety-related and other requirements,
defined the launch windows of the Shuttle for each day [2]. Considering the
maneuvering capabilities of the Shuttle, it was planned to limit INTELSAT
603’ orbit-lowering maneuvers to four (OL1, 012, oL3, and CIRC) at three
predefined time sequences. The specific maneuver time sequence (early, middle,
or late) was dependent on the time of launch within each day’s launch win-
dow. The purpose of the OL| maneuver was to lower one side of the satellite’s
orbit to establish perigee just below the control box altitude. OL2 was the first
apogee-lowering maneuver, needed to bring the apogee to an intermediate
altitude greater than the final rendezvous altitude. The OL3 maneuver was the
second apogee-lowering maneuver, to bring the satellite’s apogee to the final
rendezvous altitude. The CIRC maneuver was carried out to raise the INTELSAT
603 perigee to the final rendezvous altitude and circularize the orbit. The final
rendezvous altitude was planned for the center of the control box. The overall
rendezvous phase is depicted in Figure 7.
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Figure 7. Rendezvous Phase

_ In .addition to lowering INTELSAT 603's orbit, it was also planned to reduce
its spin speed from about 15 rpm to 0.65 rpm in preparation for capture by the
astronauts. These mancuvers, along with any required attitude reoricntations

and nutation damping, were to take place after CBST, about 6 hours before
Endeavour’s final approach.

Extravehicular aetivity plan

During the final approach phase of the Shuttle, after all necessary INTELSAT
603 maneuvers were complete, INTELSAT was to make the satellite safe for
the EVA phase. This involved closing the propellant latch valves and disabling
the drivers for the latch valves and thruster solenoids, as well as deconfiguring
all command links to the satellite. Once these and other steps were accom-
plished, two astronauts could begin the EVA and perform the tasks previously
described. Once INTELSAT 603 was properly secured to the PKM and the
electrical connections were verified, the astronanuts were to return to the Shuttle’ s
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air lock, signaling the end of the EvA, which was estimated to require about
4 hours,

Post-deployment plan

Following the EVA, an astronaut in the cabin would activate deployment by
using a standard switch panel interface to fire the Super*Zip separation sys-
temn, thus releasing the INTELSAT 603 and PKM combination from the cradle.
After deployment, the Shuttle would need to perform only a minimal separa-
tion maneuver to allow commanding of INTELSAT 603 in order to prepare it for
PKM firing, including spinup to 30 rpm.

Transfer orbit plan

Figure 8 shows the transfer orbit operations required fo transition INTELSAT
603 to geostationary orbit following PKM firing. Of particular interest is the
use of a “supersynchronous™ transfer orbit for the first time by INTELSAT to
achieve a planned apogee of twice synchronous altitude.

In the original launch configuration. the PKM prepellant had to be substan-
tially off-loaded so that the PkM/satellite combination could be launched into
the proper geostationary transfer orbit within the lift capability of the commer-
cial TITAN 11 launcher. This constraint did not apply to the Shuttle, which was
able to carry the fully loaded PKM and associated hardware. It was planned to
take advantage of this situation to extend the stationkeeping lifetime of the
satellite.

Becausc the velocity of the satellite is lower at supersynchronous apogee,
the firing of the satellite’s liquid apogee motors (LAMS) to raisc perigee and
remove the remaining orbit plane inclination consumed less onboard propel-
lant than would be required at synchronous apogee. The propellant saved by
employing the supersynchronous transfer orbit can be used to increase the
satellite’s on-orbit stationkeeping lifetime by about 1 year, thus offsetting
some of the lifetime lost due to the expenditure of onboard propellant in
raising the orbil to about 303 nmi, and then lowering it to mect the Shuttle at
the control box.

Mission execution

Liftoff of the Shuttle Endeavour took place on May 7, 1992, at 23:39:59 utC
(Universal Time Code), just 15 minutes before the closing of the 49-minute
launch window for that day. This timing imposed the early orbit-lowering
maneuver schedule [or INTELSAT 603, and a CBST of 21:40 UTC on May 9,
1992.
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Initial maneuvers

Maneuvers were carried out accurately by both Endeavour and INTELSAT
603. The last burn needed by INTELSAT 603 to reach the control box was
e;xccutcd at 01:05:59 uTC. The control box parameters achieved by the salel;
lite are summarized in Table 1. It should be noted that the goal for phase was
cssentiglly achieved, while the mean aititude attained relative to the control
box origin was adequate for mission purposes. The cecentricity and planar
error were well within the targeted goals.

First EVA, May 10

Lndeavour’s terminal initiation (TI) burn for the first EVA took place at
19:33 UTC on May 10. In spite of extensive pre-mission testing and practice
at NASA’s Johnson Space Center facilities, including practice in the Wet
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TABLE |. CONTROL BOX PARAMETERS

PARAMETLR GOAL ACHIEVED DISCREPANCY
Phase 15.8° 15.8355¢ 0.0335°
Mean Altitude Relative 1o Contral 74 8.6 12
Box Qrigin (nmi)
Eceentricity {nmi) <8.0 383 0
<0.06° 0.01" 0

Planar Error

Environmental Test Facility (WETF) and with a dynamics simulator mounted
on an air bearing table. three attempts to attach the capture bar to INTELSAT
603 failed. Each time the capture bar touched the satellite, it applied a small
force that caused the satellite to translate and develop & nutation about its spin
axis. The astronaut on the end of the RMS, P. Thout, was unable either to cause
the satellite’s rotation at 0.65 rpm to trigger the clamps on the capture bar (the
primary mode of operation), or to manually trigger these clamps (the backup
mode).

When further attempts were abandoned, the satellite was nutating with a
period of 132 s and a conc angle (rotation of the spin axis about the velocity
veetor) of 52°. It had an average sun angle (spin axis to sun line) of 114° and a
spin rate of 0.4 rpm. The INTELSAT mission team recovered the satellite by
23:46 UTC, leaving it with a spin rate of 2.3 rpm, nutation of 7°, and sun angle

of 72° to 77°.

Sccond EVA, May 11

A backup plan existed for a second EVA in case the work could not be
completed the first day. In preparation for the second try, the Shuitle crew
requesled that the grapple take place in sunlight. The satellite was again spun
down to about (.65 rpm. The T1 burn for this EVA took place at 20:02 UTC on
May |1. At the start of the EVA, Mr. Thuot practiced with the capture bar
against a cable in the Shuttle’s bay prior to attempting to capture the satellite
at 23:04 UTC. On the first attiempt. the capture bar appeared to be attached
to the satellite for a few seconds, only to greatly disappoint everyone when
Mr. Thuot pulled on it and it came away. The result was to again induce
coning to the satellite.

Up to eight additional unsuceessful attempts were made to capture the
satellite during this Eva. When the orbiter backed away from the satellite at
01:00 UTC on May 12, the satellite had a large coning angle of 5(° to 60° and
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a ;—Fin rate of Iess. than 0.3 rpm. INTELSAT 603 was again recovered by the
INTELSAT team in about 2 hours. The satellite was spun up to 2.6 rpm, and
the sun angle was adjusted to 10" + 5°, !

Third EVA, May 13

At' the §nd of the second EVA, it was clear to everyone that grappling th
satellite with the capture bar would be impossible. Various idéas pwperegd' ‘e
cussed, but the Shuttle’s commander, D. Brandestein, suggested a thre:::
person EVA to manually grapple the satellite. This concept was accepted as th
bascline, despitc the fact that a three-person EVA had never bel‘ore(be .
allemp}ed. There was concern that the Shuttle air lock was only capable ZI;
providing air and cooling to resupply two space suits in an emergencp and it
was fot known if three persons could physically fit in the air lock yI\,/Ian 1]
grappling of INTELSAT 603 was potentially dangerous and had not beén ev: 1‘3
a:i:d or przlicticed prior to liftoff, and there would only be 24 hours 10 workdoltll-t
:aterl)[ci)tt:qtlal or real problems prior to making a final effort to capture the

It was decided not to attempt an Eva on May 12, but to use the time to
prepare tor the attempt on May 13. During this period, the Shuttle astronauts
pr.actlced _placing the three sclected astronauts in the air lock and prt;ved th 5[
this was feasible. In parallel, other astronauts at the Johnson Space Center 1211
Houston practiced capturing the satellite and attaching the capture bar in th
WETE. Other teams of NASA, HAC, and INTELSAT perscnnel ked .
the details required to ensure success. oo

For the EVA on the 13th, the Shuttle’s TI burn was planned at 17:55 UTC:
however, still another potential disaster threatened when an onboard :‘,oftv:far’
problem occurred. Although the problem was soon recognized and tﬁe astr :
nauts Were able 10 work around it, NASA management did not feel th'lto';
could risk relying on the onboard software. Instead, in a courageous decis‘io ]
ma.nagemem opted to target the burn using on-ground software. This took Wn ‘
a first. The Tt burn took place at 20:57 UTC on May 13. o a

.In preparation for the manual capture, INTELSAT had achieved a satellite
Spm‘rate pf 0.24 rpm, w%'[h anutation of only 1°. The relatively slow motion of
the satellite, coupled with the extremely precise and skilled maneuvering of
the Shuttle by Commander Brandestein, enabled the manual capture of INTELg%:T
603 on [l.]e first attempt at 00:00 UTC on May 14. A view of the %atc]lite inhth
hands._ of 1hree astronauts is shown in Figure 9. The astmnaut; handled the
salellite with extreme care. They needed 1o rotate it about ]20°k to positi "
for attachment to the capture bar. peton &
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“Got It”

Figure 9.

INTELSAT 603 REBOOST 87

From that point, the remaining EVA activities went very well and more
quickly than anticipated. The hard-docking of the capture bar to INTELSAT 603
was accomplished at 01:33 vTc, and the RMS grapple of the capture bar
occurred at 01:48 UTC on May 14. The satellite’s telemetered accelerometer
signal {or the RMS attachment is shown in Figure 10.

Satellite deployment from the Shuttle gave rise to another series of tense
moments tor this mission when, after the deployment hardware repcatedly
failed to actuate, it was discovered that the Shuttle’s power bus wiring to the
deployment hardware was not the same as that shown on the astronauts’
instructions. Once this problem had been resolved, the satellite was deployed
at 04:36 UTC, as depicted in Figure 11.
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Figure 11. Deployment
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Final steps 1o orbit

Once the satellite was deployed from the Shuttle, INTELSAT again took
over active control of INTELSAT 603. Prior to PKM firing, a number of key
functions had to be carried out, including spinup to 15 rpm, attitude trim, EYIO
and perigee active nutation control checkout, reorientation to PKM attitude,
spinup to 30 rpm, and attitude trim.

Due to the 2-day delay imposed by the capture on Eva 3, the last 3° of the
reorientation of INTELSAT 603 to the correct attitude for PKM firing would be
conducted in the blind, since the sun would not be in the field of view of both
slits of the sun sensor for another 17 days. The risk of an attitude error due to
conducting such a maneuver partly in the blind was judged much lower and
preferable to the risk of remaining in LEO at about 190 nmi for the time
necessary for the sun to be adequately within the field of view of the sun
sensor at PKM attitude. Accordingly, the maneuvers were carried out and the
PKM was fired at 17:25 UTC on May 14, less than 13 hours after deployment
from Endeavour.

The principal remaining propulsion events involved six firings of the satel-
lite LAMs. The orbits achieved, and other relevant parameters resulting from
the PKM and LAM firings, are summarized in Table 2.

Activities subsequent to LAM 5 included all the deployments, which went
exceptionally smoothly, followed by extensive in-orbit testing, as was done
for prior INTELSAT VI sateliites [7],[8]. With the exception of one redundant
traveling wave tube amplifier (TWTA) in channel 1'-2' which failed to turn on,
INTELSAT 603 was found to be the most trouble-free of all INTELSAT Vi
satellites.

INTELSAT 603 was placed in service on July 15, 1992, and is expected to
serve INTELSAT for at least 11.5 years.

TABLE 2. TRANSFER ORBIT PARAMETERS ACHIEVED

FIRING
APOGEE  PERIGEE  PERIOD DELTA-V LENGTH
ACTION {nmi}) (nmi) {nmi) (fus) (s) DAY uTC
PKM Fire 38,648 194 1.445 1,150 149 14 17:25
LAMO 38,6044 403 1,455 095 120 15 06:01
LAM | 38,627 2,741 1,567 939 1,111 17 06:01
LAM?2 38,613 4,976 1,676 581 689 18 08:16
LAM 3 38,601 16,823 2,299 1,800 2,096 19 11:59
LAM 4 38,604 19,213 2,433 235 272 21 02:28

LAM 5 19,437 19,214 1,436 1,435 1,699 21 22:04



90 COMSAT TECHNICAL REVIEW VOLUME 22 NUMBER 1, SPRING 1992

Lessons learned

A number of important lessons were learned from the experience of operat-
ing and reboosting INTELSAT 603. The failure of the capture bar to function as
originally expected illustrates that operations in zero-g follow rules that are
still not well understood. It also shows the limitations of ground-based physi-
cal simulations. Clearly, very small forces can move very large masses in
zero-g. Proper simulation of this procedure may only be possible analytically
Or in a zero-g environment.

Built-in redundancy and alternate modes of operation enabled INTELSAT
603 Lo operate in LEQ for 2-1/2 years. Extensive testing and modeling pre-
dicted that INTELSAT 603 would survive its extended exposure to the LEO
environment in good condition. This was subsequently borme out by geosyn-
chronous in-orbit tests.

Conclusions

It has been shown that satellites stranded in LEO can be recovered if they
can be brought to altitudes compatible with the Shuttle. The INTFLSAT 603
reboost mission required heroic efforts on the part of NASA, and the Endeavour
astronauts in particular. The use of a three-man crew to manually grapple and
stabilize the satellite during the longest (8-1/2 hour) EVA to date was an
historic first. The option of even attempting a third EVA on May 13 was only
available due to the very precise and propellant-conserving maneuvers per-
formed by the crew on Endeqvour and by INTELSAT in operating the satel-
lite. Finally, the first use of a supersynchronous transfer orbit by INTELSAT
for INTELSAT 603 recovered about | year of satellite stationkeeping lifetime,
thus ensuring a service life of about 11.5 years.
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Abstraet

This paper describes a new technique, called the IM Microscope, for studying the
effects of nonlinearities in satellite transponders. The approach is to tirst derive a least-
squares solution for equivalent gain on each signal as il passes through the nonlinearity,
and then to subtract the signals one by one from the output to obtain a residual
intermodulation (intermod) noise waveform. The algorithm is first derived, and ex-
amples arc then given of its use in caleulating power density spectra and power
division.

The IM Microscope can handle routine problems such as determining the carrier-
to-intermod ratio of signals in a frequency-division multiple access (FDMA) transpon-
der, and out-of-band emission levels for carth stations. This new approach does not
become computation-bound when solving for high-order harmonic distortion such as
passive intermod, or in situations with & large number of input signals. It can handle
difficult cases, such as the intermod generated in a spread spectrum transponder, in an
arbitrary nonlinear function, with a large nunmber of uncqual signals, or in computation
of distortion with a {ime-dependent nonlinear device.

Introduction and background

A new technique called the IM Microscope has been developed at COMSAT
for computing intermodulation (intermod) power spectra and nonlinear power
division in satellite transponders, high-power amplifiers (HPas), and other
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nonlinear devices. Il provides capabilitics beyond those of current intermod
analysis techniques, which date back to the early 1970s | 11.[2}. For example,
the following problems are difficult to solve using current nonlinear analytical
approaches:

+ Finding the spectrum of intermod and power division with overlap-
ping spectra—a case which occurs with code-division multiple access
(CDMA) or overlapping frequency-hopping multiple access (FH) signals.

« Inclusion of high orders of intermod products, such as passively gen-
erated intermod (PIM), in high-power satellites.

« The casc of arbitrary nonlinear chuaracteristics (e.g., discontinuous,
piccewise linear, defined by an analytical expression, or time-varying).

+ Computing intermod from large numbers of unequal carriers.

Unlike synthesis techniques which build a model for intermod noise com-
ponent-by-component (e.g.. third order, fifth order, efc.). the new approach
works directly on composite simulated signals stored as a computer file. It
sirips away the wanted signal components one by one until a small residual
intermod noise remains (hence the term “microscope’).

Since its inception in 1990, the IM Microscope study at COMSAT has
evolved through several stages. The software implementing the algorithm is
designed to run on a 386-based personal computer (PC) with a math coprocessor.
Tt is written in Lahey FORTRAN with DOS memory extension, and contains a
varicty of input signal models, including encrgy-dispersed carrier waves (ED/
cws), direct-sequence spread spectrum (DS$SS) quadrature phase shift keying
(QpsK) digital signals, bands of thermal noise, and unmodulated Cws. The IM
Microscope played a key role in a Department of Defense-funded study 131,[4]
testing the use of a voltage-controlled nonlinear function (Lime-varying
nonlinearity) to enhance the antijam capability of a transponder.

This paper describes the new algorithm, discusses the rationale for devel-
opment into its current form, and presents typical results.

Theory of operation

The IM Microscope is a two-step analysis procedure. With reference to
Figure | (showing input signals s, 5y, . . .. s, and output signals with equiva-
lent gains, A, Ao - . ., Ay), the procedure is as follows:

Step 1. Compute equivalent (stochastic) gains of all signals passing
through the nonlinearity.
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Figure |. Equivalent Gain and Residual Noise Model Forming the Basis of
the IM Microscope .

Step 2. Subtra_ct those signals from the output, leaving a residual which
15 the intermod noise.

A]though this approach is intuitive, many problems had (o be overcome to
make it practical. A study program was initiated in 1990 by COMSAT World
Systems (CWS) to test the feasibility of a software implementation of this
procedure which was first suggested in 1979 [5]. b

The‘main problem encountered in carrying out step 1 iy that, except for
some ..slmp]e nonlingarity problems with a few input signals, the élosed—form
fmalynca] solution for equivalent gain produces intractable émllidimen%ional
}m.cgrals over the random variables that characterize the input signals ;I"h 5
1plegral§ do not factor or otherwise simplify. For example lw;) gindé .end?et
Si gpals n a transponder may be described in a vector space l;y a qing]cl;1nd021
varlablefthe phase difference between the signals. Three sigkna]s co(uld be
churacte.nzed by two independent phase differences. and so on ‘Each time
anothc_r independent signal is included, at least one more dimcnsi'on is added
lo the integrals that must be solved to calculate a residual componentl. ;?Vhen
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thermal noise and amplitude modulation Signal's are added to the col-1<.3ct|0n o‘f
possible inputs, any hope of an analytical solution to steps .1 and 2 d:saPpear;.
A simulation approach which uses digital.reprcsentatmns of the signa ;
nicely sidesteps this dilemma, since a finite-time average gan I?e ?or;}}:u:ea
directly from stored versions of Comput.er-gcnffrate.d sample funct;(slni:. ‘sa;d
single variable (time) replaces the multitude of variables that. would be 1-?L ‘
to describe statistically independent signals, and a Summultmn over t' § tlmle
variable replaces probability-based averaging. The IM Microscope, as drfia -
ized in this study, is therefore a Monte Carlo?based .approach that L‘lepin ts on
accurately recreating digitally simulated versions of sng'na}s found in ¢ ccﬁ?c;
sponder or other nonlinear device. The th_eore'ucal basis for t{qe Monﬁ : o
approach is derived below, beginnir?g w1_th a narrowband representauio
signals and associated bandpass nonlinearities.

Representation of narrowband signals

All signals in the IM Microscope are simulated witlh comp}?x e.:.n‘velopfi
represeniations of bandpass signals [6[..A bandpass signal osgup?desba r.etg
stricted region of the frequency domain and can be represented by il
(narrowband) in-phase and quadrature components, x; and x,, as

(1) = x,1) cos (1) - xq(r) sin (1) [real signal] (1)
The real bandpass signal, x(f). can be expressed as the real part of the

product of the complex enve}ope component, [jv,(r) + jxq(t)], and the center
frequency shift component, e/ Calling s(t) this product, we have

s(t) = [x,(0) +j)cq(r)]c-"m”r [complex signal|
— A(pyelBeion @
where — i
A= qx () + 2, (0)
and
B(t) = arctan liﬁ'%il [four-quadrant arctan|

Note that the original real signal can be recovered by taking the real part of
the complex signal, as

x{(#) = Real {complex envelope * e/} = Real {s(£)} (3)
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For purposes of calculation and computer representation, the complex en-
velope is better than the original signal because it consists entirely of low-pass
functions, A(f) and B(7), making it easy 1o go from complex to real, and vice
versa.

The IM Microscope represents all signals as sampled complex envelope
signals. The sampling frequency, f,, establishes a sampling interval, Ar = |/,
and signals are represented at their nth time sample as

S(t = nAt) = s(m) = [x;(t = nAt) + jx,(t = nAr)) /"4 (@)

It is possible to move back and forth between the time and frequency
representations of the signals by using the discrete Fourier transform (DFT),

which is performed on a block of data consisting of N samples [7]. The
coefficients of the DFT are

N-1
X(by=3Y smWwh  k=0,1,.. . N-1 (5)
n=0
where W, = /%N,
The quantity X(k) represents the amplitude of a sinusoid at frequency f, =

(K/NY(L/A?) = kf,/N. From the N Fourier transform points, one then finds an
approximate power spectral density function,

Stk) = XUIX*(RMNF, = | X(ky PANFE) k=0,1,.. ,N-1 (6)

In the limit of large ¥, and after suitable normalization, the function S(k)
approximates the power spectral density of the signal.

If the time samples are separated by L/f; seconds, the frequency samples in
a discrete complex Fourier transform are separated by f./N Hz. Thus, the
width of the frequency window observed by the IM Microscope equals the
sampling frequency, £, as sketched in Figure 2, The signals are placed within
the window by the frequency-shifting function, e/®"4¢ Signals are placed
within the window to simulate carriers in a transponder,

Memory and run-time limitations caused by the DFT make it necessary to
limit the block size, N. In the first working version of the IM Microscope
program, N could be no larger than 2,048 samples, With a limit on block size,
it then became necessary to average individual blocks of data to reduce the
variance to an acceptable value, as follows:

Sm (k) (7
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Figure 2. Time and Frequency Windows of Data Blocks With Discrete
Fourier Transform

where M is the number of blocks of data, each with N points, and subscript m
has been added to denote the spectrum from the /mth block of data.

The spectrum of the complex samples of a bandpass siignal “‘folds”'or
repeats with period .. With signal combinations near the middle of the win-
dow {j.e., near £./2), folding takes place at the end-points, £ = 0 .and N - I
Aliasing is a phenomenon that occurs when components of the signal bem_g
analyzed exceed the window end-points, causing the adjacent spect.rum repli-
cations to enter the analysis window. To avoid aliasing in the IM MLCFOSC()Pe,
the input signals must be confined to a small portion of the total sampling
window.

Representation of bandpass nonlinearities

A bandpass nonlinearity consists of three functional clements, as shown in
Figure 3: a bandpass filter, a memoryless nonlincarity, apd a_nother.bandpass
(zonal) filter [8],19]. In most satellite communications situations, signals are
confined to a fairly narrow range of frequencics centered at fi, so the first
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5. G(A}is the AM/PM distortion.
6. g = 2nlg.

Figure 3. Representation of a Bandpuass Nonlinearity With Phase Shift

bandpass filter is implicit. Similarly, because the output stage of a satellite {or
earth terminal) amplifier is band-limited, the zonal filtering portion of the
model is naturally present in most applications. This model is sufficient to
explain so-called AM-to-AM types of nonlinear input/output characteristics.
Because minor memory effects in high-power tubes or solid-state devices can
have a major impact on the RF phase, a phase shifter is needed in the basic
nonlinear model to account for these so-called AM-to-PM™ effects. The bandpass
model, including phase shift, is described in References 1 and 10,

The IM Microscope combines the sampled data version of narrowband
signals centered in the vicinity of £ with the nonlinear model shown in Figure 3.
The nonlinearity acts on the RF signal inpul to create components at DC, f,, 2f;,
3fp. ete., while the final bandpass filter selects only the terms ncar frequency

Jo- Calling (1) the real output of the final bandpass filter, v(r} is given in terms

of the input complex envelope variables A(r), B(#), and ®, as
Y0 = Re {FLA(r) | /MO FAADT g jot (8)

where F(*) is the first-order Chebychev transform of the RE nonlinearity fi{x).
Note that @, = 2 f;,. The function F(*) is an envelope nenlinearity embodying
AM/AM distortion effects, The phase function, G(*). in the exponent is the AM/
PM distortion,
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The basic theory rclaling the RF nonlinear function, A(*), to the first zonc
function, F{+), is given in Reference 9. The IM Microscope user can select any
nonlinear function, F(+*), although in practice the function is usually obtained
as a laboratory measurement relating the single-carrier input and output. The
same can be said for G(=), which is normally the measured relative phase
between input carrier and output carrier as a (unction of the input amplitude.

FEguivalent gains and intermaod neoise

The basis for operation of the IM Microscope will be derived herein. With
reference to Figures 1 and 3, the nonlinearity input can be written

L
str=nAn=s(m)= Y, si(m n=0.1...N-1 (9

i=l
This sum is in turn expressible as a composite complex envelope signal,

s(n) = A(n) e /5 n=0,1....N-1 (10}

(Note that the frequency shift portion of the signal has been suppressed here
for simplicity.) The post-nonlinearity complex bandpass envelope output,
v(t = nAr) = v(nr), with this input is given by

v(t = nA1 = vin) = F[A(m)1e/B00 /O (1)

An equivalent representation is that each individual input, s;(n), passes
through the nonlinearity essentially unchanged except for a fixed (but pres-
ently unknown) gain and phase shift. This complex gain can be designated A
and is known as the equivalent gain.

When these signals are added together, along with their associated gains
and phase shifts, they will not necessarily yield the observed output signal.
Therefore, a residual signal 7j(n) is needed as a correction. Thus, if' L indi-
vidual signals are summed, the output signal can be expressed as

L
v(n) = FLA(m)] e/HANN =5 disi () + () (12)

i=]
As it stands, this representation is incomplete because any L arbitrary values
for the A; can be inserted, with the equation being satisfied by adjusting n(»}.
Consequently, additional constraints must be placed on the gains and the
residual. If the A, are considered as unknowns, they may be adjusted individu-
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ally to make the cross correlation of n(#) with each s{n) equal to zero over the
signal block (ie., fort = nAfromn=1,2, .. N).The tunction 11(n) takes on
the meaning of a true uncorrelated residual function; that is, there is no part of
1(r) which will contribute to a correlation receiver searching for s(n). The
function M(n) then becomes identical to intermod noise as de["ine!d in the
literature—namely, a component orthogonal to all input signal components.

. The above objective is achieved by taking the cross correlation of each
signal, s{n), with the noise waveform n(r) and equating them individually to
zero, Begin by solving for n(n} in terms of the nonlinear output and input
signals, using equation (12):

1
N = vin) = 3 Aysidn) (13)

i=1

The cross correlation of 1(n) with 8;(n) over a block of data is equal to the

gmer Product of n(n) with Ry (F,omglcx conjugate), which is then set to zero.
arrying out the cross correlation yields a set of L simultaneous equations, as

N-1 Nl N-1 L

2 n(n)sj(n) = 2 V(n)s";(n)v z 2 Kfls‘,-(n)sr?(n) =0 j=1,...,L

n=0 =0 =0 = (]4)

After interchanging the order of summation, the set of L equations in the L
unknowns A, A,. .. ., &, can be written

where H is a positive definite Hermitian matrix of cross correlation values,

AN-l
hy = S s(m)si(n) (16}

n={)
w is the vector of output correlations

N-1

W, = Z v(a)s;(n) 17

n=0)

and A is the vector [A; ... A,]".

Tl_le solution to equation (17) is the sct of desired equivalent gains. When a
solution exists, it is unique. If a solution does not exist, it means that one or
more of the original input signals is a linear combination of the others, so the
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dimensionality needs to be reduced. In a practical communications scliing,
this condition should not occur.

Note that since the matrix H is positive definite and Hermitian. the solution
10 equation (15) can most eftectively be obtained by the Cholesky decomposi-
tion method |1 1], where H is decomposed into a product of a lower triangular
matrix, L. and its conjugate transpose L, as

H=LL*" (18)

and the solution to equation (15) can be obtained by solving the following two
linear cquations by substitution:
Ly=w (19)

A =y 20)

In the IM Microscope, H has the additional property of being almost
diagonal; that is, the off-diagonal terms are usually very small compared to
the diangonal terms since the input signals will tend to have very low cross
correlation. As the block size approaches infinity, the cross correlations will
tend to zero as a fraction of the total; hewever, for any finite simulation block
size. the residual cross correlations, while small, must be taken into account in
order o accurately represent the phase and amplitudes ol the equivalent gains.
In solving equation (15) using cquations (19) and (20}, the IM Microscope
tukes into account olf-diagonal terms.

The solution of equation (15) represents Step | referred to in the introduc-
lion to this section. Substitution of the selution for A into cquation (13)
represents Step 2.

The reason for using Monte Carlo or time-based averaging to derive H and
w should now be clear. In a closed-form analytical solution of the simulta-
neous cquations, having (L — 1) independent phase scparations plus other
statistical descriptors for cach input signal, computation of cach term in w
would require a minimum of an (L. - 1) di mensional inlegration. However, the
Monte Carlo approach requires only a one-dimensional summation over the
time variable, #. This task is easily carried out in a computer simulation where
the waveforms are generated and stored in files.

The introduction to Reference 5 gives somie historical background on the
use of equivalent gains in solving nonlinear problems, while Reference 12
presents a stochastic decomposition approach that was applied o frequency-
division multiplex (FDM) signals. Others |13] have used equivalent Tains 1o
obtain closed-form expressions for signal-to-total-noise ratio after the
nonlinearity. The use of equivalent gains presented here is novel in that it is

INTERMOD NOISE ANALYSIS: THE IM MICROSCOPE 103

embedded in a purely Monte Carlo simulation, allowing a broad category of
signal and noniinearity types to be represented.

Examples and applications

It was anticipated early in the study that most users of an intermod calcula-
tor would want to sec a power spectrum plot. Hence, a significant effort was
dlrecte‘d toward providing graphical output. This section describes the genera-
tion of a class of signals that can represent a transponder’s frequency plan.

Rectangular spectrum inputs

The first working version of the IM Microscope used FDM signals having
reg‘tangular signal spectra. This signal set is referred to as ED/Cw. The IM
MICI‘O:%CO[)E generates a rectangular spectrum by frequency-modulating a car-
rier with a triangular waveform, as shown in Figure 4. The principle involved
is that, for a sufficiently large modulation index, the spectrum of an FM signal
apprqximates the probability density of the frequency modulation |14]. Thus in
prm.c1plc any spectrum shape can be created by properly {requency-modulating a
carrier. The modulating frequencies are chosen to yield high modulation index
FM, and the triangular start time and its frequency are randomized.

If the triangular frequency functions were not randomized, the intermod
spectrum would be based on signals that were not stalistically independent
{even though they had close to zero cross correlation), and therefore would
not contain afl the spectral components normally found by analytical ap-
proaches. This fact, which was discovered early in the study, is important in
applying a Monlte Carlo approach. For example, if multiple QPSK DSSS$ signals
are lused, but they are all {n bit sync (a situation that could exist in an earth
station where all modems are synchronized to the same source), the intermod
spectrum will appear very different than if the signals have a randomized bil
sync. In the first case, the intermod products will themselves be QPsK, and
hence the sume bandwidth as the original signals. In the latter casc, the
products will be modulated by the out-of-syne condition of their respective
components, thereby spreading the bandwidth. This is the same spreading that
nprma[ly oceurs via the convolution operation in analytical approaches. The
Filscovery that intermod products do not necessarily convolve, or spread, if the
Input signals are not statistically independent necessitated efforts to ensure the
randomizing of all input signals in the IM Microscope (see Figure 14).

. T_he complex FM signal, s,(7), centered at frequency f; [generated as shown
in Figure 4 from a triangular sweep function, F(], can be written
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i 2l
s{1) = a,e/ P e 2D

where @(7) is the integral of the instantancous radian frequency function w(r)
= 21 f{1), with f(7) the triangular sweep function and ¢, a constant that fixes the
amplitude of the signal. Expanding the triangulur function of Figure 4 in terms
of a Fourier series gives

S=2f > (27km)? cos (k2Rf 1) (22)
& oodd

where the repetition frequency, f,. is equal to [/7, with T being the period.
Thus, after integration of the frequency function, the phase function, ®(7), is
given by

d(1) = L 20 f(nhde

8 'f‘dt‘\r 2 I . o
= suey — sin (k2mf f) (23
o fe s B

Representing the signal by its samples at + = rAr, where, as hefore, Ay is
equal 1o I/f,. with f, as the sampling rate [see also cquation (14)], gives

s;(n) = u,-ch)(”“m @ /2nfinat (24

The FM modulation index is the ratio f;., /f,, while the bandwidth of s(1), B,
is given approximately by Carson’s rule,
B=2( .. +S)
= 2J{;h:\-‘ ltfﬂ <<f(.1cv (25)

Then, the number of cycles of the sweep lunction in a data block of size N is
given by

Total time in block

No. cycles per block - -
Time per cycle of triangle

N 1 f
fs T
Ideally, N should be very large, in order to make the number of cycles of the
triangle in all signal blocks very large and thus obtain a good statistical
averaging of the intermod. Since memory limitations have constrained the

N (26)
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block size (in an early version o N = 2,048), a previously described block-
averaging approach is used in which the number of cycles per block is pur-
posely sct low—on the order of one to two cycles per block, or less—and
mukliple blocks of computed intermod are averaged.

In the program that was implemented, randomized triangular start times
and incommensurate repetition rates arc used, with the triangular sweep func-
tions continuing uninterrupted from one block to the next. It was {ound ex-
perimentally that block counts of 10 to 100 times the number needed for a
complete triangular period (reciprocal number of cycles per block) are re-
quired to creale good statistical estimates of an intermod spectrum. Approxi-
mately 30 triangular repetitions were found to yield a good tradeoff between

spectrum smoothing and run time.
Subsequently, additional signal scts were added, including the following:

« OPSK DSSS. Digital signal moedulated by a pseudorandom bit sequence.

+ Filtered QPSK DSSS. The same as QPSK, but band-limited.

« Bandpass Thermal Noise. Bunds of noisc derived by filtering white
noise (independent Gaussian-distributed samples).

» Bandpass Hard-Limited Thermal Noise. A single band of thermal
noisc (hat is hard-limited to create a broadband constant envelope

signal.
Examples of intermod spectra with these various signal combinations are

given below,

Intermod specira examples

Figure 5 illustrates a typical satellite transponder in which intermods are
gencrated in the HPA. The input is four FDM signals, each having a specific
center [requency, bandwidth, and input backoff relative to HPA saturation.
Note that these ED/CW signals were tandomized as described above, and
multiple block averages were used to find the spectrum. The spectral plots in
Figure 5 show information that is readily available with any dircet observation
of the input/output signais, through simulation or direct laboratory measure-
ment. However, the ratio of signal-to-intermod noise density, or CAM, wl the
point in frequency where the input signal is located is not available n these
two plots.

The 1M Microscope can now be applied to obtain the intermod spectrum
shown in Figure 6. The four signals are spaced with a frequency plan that was
chosen to he free of third-order intermods at the points where the input signals
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flrellocuted. (This is an example of a 1, 2, 4, 87 plan, where the number
md}cntes the center frequency’s location |here, in megahertz| relative to an
flrbltrary starting point of zero.) The design of plans that are free of third-order
lnFerm()ds is discussed in Reference 5. Since i} does not contain any intermods
o_f lhe. form 24 - Bor A + B — C (see Relerence 15 for explanation), there are
d.lpS in the spectrum at the signal center frequency locations, hidden by the
S}.gnals in Figure 5. Therefore, the intermod that appears at these locations in
Figure 6 consists of all remaining products (fifth order, scventh order, efc.).
Many approaches have been developed to design and analyze intermod-Iree or
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low-intermod frequency plans [16}, but all depend on the ability to compute
the spectral level of intermod noise at the locations where the signals them-
selves are located.

Figures 7 and 8 give other examples of input/output spectra and associated
intermod based on usc of the IM Microscope. The signal model used in these
figures is ED/CW. The nonlinear characteristic used in Figures 5 through 8 was
a measured traveling wave tube amplifier (TWTA) AM/AM and AM/PM curve.

The IM Microscope can handle a wide variety of nonlinear characteristics,
Figure 9 shows a few representative types. Any pieccwise continuous or
analytically expressible curve can be employed; there is no need (o represent
the characteristic in terms of a polynomial expansion,

Another limitation of previous techniques has been the need to group
intermod products by “order” (e.g., third order, fifth order, efc.). By comput-
ing the exact intermod waveform as a process of elimination. the IM Micro-
scope is actually computing all harmonics of the intermod at once, to within
the numerical accuracy permitted by the digital simulation. Figure 10 shows
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the spectrum for a hypothetical PIM nonlinearity model (given in the inset),
showing the generation of very high orders of intermod originating from two
Cw signals. Two equal CW signals are illustrated being transmitted at the low
end of the frequency scale through a hypothetical antenna system, with PIM
components being generated in the receive band of the satellite’s up-link at the
upper end of the scale. As is usual in these cases, no filtering can take place
once the signal leaves the antenna. Frequency spacings are chosen to simulate
a Ku-band satellite. (It should be noted that an actual PIM nonlinearity would
be much more subtle than that shown in Figure 10, and the frequency plan
would be more complex than just two equal signals).

Note that by varying the breakpoint in the AM/AM characteristic, the PIM
spectrum changes as shown in Figure 11. For the cases illustrated in Figures
10 and 11, where the intermod of interest is totally outside the transmit band,
straight digital simulation could have been used as an alternative to the IM
Microscope because subtraction of the input signals was not required. How-
ever, to see the effects of PIM in-band with wanted signals, or to see the actual
time domain PIM waveform, the IM Microscope is necessary. Note that the IM
Microscope could be used to find a nonlinearity that matches a given spectrum
of a system under test. The nonlinearity shape might reveal the physical nature
or source of the imperfection.

Figures 12 and 13 illustrate still other examples of the IM Microscope. In
Figure 12, three bands of noise were chosen to simulate a network of spread
spectrum users. Individual signals representing narrowband digital signals are
added in the guard bands. The resulting intermod spectrum consists of discrete
and continuous components. In Figure 13, a filtered QPSK signal is added to a
large unmodulated Cw signal (representing a jammer). The intermod spectrum
is revealed as a series of discrete and continuous components.

Nonlinear power division and the IM Microscope

This discussion has thus far emphasized the spectrum of the intermod. In
operations where there is a large disparity in input signal levels, the division
of a nonlinearity’s available RF power among those signals can be of primary
interest. For example, in a transponder with one or two large FM/TV or QPSK/
TDMA signals sharing the band with one or two small single-channel-per-
carrier (SCPC) signals, both the division of power and the intermod spectrum
are important. Another example is a military satellite with a single large
hostile carrier attempting to jam a transponder filled with traffic.

In general, a large signal will capture power in an amplitude-limiting
nonlinearity and suppress the smaller signals. For a center-stripping nonlinearity,
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240

as defined in References 3 and 4 and illustrated in Figure Qe, the situation is

reversed and a small signal can emerge enhanced relative to a larger jamming
signal.
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Unequal power division among the signals transiting the nonlinearity may
be computed by finding appropriate equivalent gains. By suppressing the total
time variable in a block of samples, the total energy of the signal can be used
in place of the average power for convenience of calculation, as shown below,

The total energies in the signals and intermod components can be expressed as
follows:
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where u is the unit vector. Terms corresponding to the on-diagonal elements
of matrix H in equations (27) and (28} are the computed energies in the
signals at the input and output, respectively, as
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In a simulation the terms associated with the off-diagonal elements of H take
negative and positive values that are small compared to those associated with
the on-diagonal elements. For most practical applications, the power division
can be accurately represented by equations (30) and (31), fori=1, 2, ..., L.
An important example of the use of power division involves a transponder
containing a hard limiter in the presence of jamming. The input is character-
ized by a certain power ratio, J/S, while the output ratio, (f + IM)/S, determines
the ultimate performance of a receiver. In a hard-limiting transponder (see
Figure 9d), (j + 1mM)/S is usually a factor of four (or 6-dB) worse than the input
J/§, when Jis large compared to S and the jammer is a CW [17]. These types of
standard analysis results are easily confirmed with the TM Microscope.

Figure 13. 40-Mbit/s QPSK DSSS Signal Plus CW Jammer in Hard Limirer
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Note that it computations of power division can be run without the need for
spectral plots (Fourier transforms}), there will be a significant savings in run
time and computer memory.

IM Microscope results with nonrandomized inpui
signals

The simulation aspects of the new algorithm present many challenges
which have not vet been thoroughly explored. While most commoenly used
signals in satcllite systems arc automatically orthogonal in the sense of fre-
quency difference or information content, they are nol necessarily statistically
independent. Thus, two digital signals originating in the same earth station
may be transmitled at different center frequencies but in bit sync. These
signals will not have the sanie intermod spectrum as two digital signals whose
bit streams are out of sync or that have incommensurate bit periods. Analyti-
cal approaches in the literature always assume that the signals arc statistically
independent. Tn this case, obtaining the spectrum of a harmonic involves the
convolution of spectra from the fundamental components. The IM Micro-
scope, on the other hand. always finds the spectrum that would be measured in
a laboratory situation under rigorously identical input signal conditions, re-
gardless of the statistical independence or non-independence of the inputs.

As an example of the spectrum obtained with nonrandomized signals,
Figure 14 shows a two-carrier ED/CW input/output IM Microscope plot with a
single signal block used in the computation. The triangular ED signals are
synchronized and of equal amplitude. In contrast to Figure 7, where the
triangular waveshapes are randomized and block averaging is used, none of
the intermod spectrum components spread out, even at the higher harmonics.
This result should not be interpreted as wrong, since it is the correct answer
when the ED waveforms are synchronized, and would be observed in a labora-
tory measurement under identical conditions.

Conclusions

A new procedure [or solving for intermod distortion in satellite systems has
been developed al COMSAT and used in a number of applications. The T™M
Microscope has several attributes which set it apart from other methods—in
particular its ability to solve for the intermod waveform dircetly, by a process
of elimination. It can employ an arbitrary nonlincarity and, unlike previous
approaches, does not depend on a serics cxpansion. This procedure has been
used to resolve practical satellite engineering problems that could not have
been completed in any other way.
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Real-time transmission of group 3
faesimile over interconnected public
switched digital mobile satellite
networks

S. DiMOLITSAS, J. H. RIESER, AND H. FELLDMAN

(Manuscript received April 16, 1992)

Abstract

The importance of facsimile communication over public swirched telephone net-
works (PSTNs} is evidenced by the rapid growth in the number of group 3 facsimile
terminals in use, An approach is described whereby facsimile signals are demodulated
and their associated protocols are converted. using a facsimile interface unit (FIU). to a
format suitable for transmission over Inmarsat maritime and land-mobile digital chan-
nels. The FIU concept was developed to allow off-the-shelf facsimile terminals to be
interconnected via the PSTN through Inmarsat’s satelfite networks, in order to permit
the conversion of group 3 tacsimile point-to-point protocols to point-to-multipoint
operation; to compensate for the longer transmission delays encountcred in mobile
satellite systems;, and to permit facsimile call recovery procedures to be successiully
concatenated with satellite channel error detection mechanisms., To perform these
tunctions, the FIUs comprise two protocols: a core protocol that permits the conversion
of the group 3 facsimile protocols to meet mobile service requircments, and a satellite
channel conversion protocol that is used to transport facsimile user data and control
signals over Inmarsat’s mobile data channels. This paper addresses the core protocols
in detail,

Introduction

The rapid annual growth in the number of end user group 3 facsimile
terminals demonstrates the importance of telecommunications employing
facsimile transmission over public 1clephone networks. However, the
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transmission of group 3 facsimile over digital mobile satellite networks
presents a challenge because facsimile signals, which arc transmitted as
9 6-kbit/s voiceband data over the public switched telephone nctwork (PSTN),
cannot be reliably encoded and transmitted using standard waveform coding
techniques operating below 40 kbit/s | 1]. Since the data channel transmission
rate for Inmarsat’s new digital services does not exceed 10.5 kbit/s, support of
facsimile traffic requires the development of specialized, cost-effective solu-
tions for interworking with terminals connected to the PSTN [2],]3]. Such
solutions must reduce tacsimile channel bit rate requirements and also convert
facsimile protocols to a format that can be supported over digital mobile
satellite networks.

These requirements can be met through waveform demodulation/
remodulation methods whereby voiceband facsimile signals are converted
into a digital bit stream prior to transmission over the satellite channel. There
are essentially two approaches for carrying demodulated facsimile traffic over
the network: real-time, and store-and-forward.

In real-time systems, facsimile messages are delivered to the destination
before a call is cleared between the originating customer's facsimile terminal
equipment (FTE) and the destination customer’s facsimile terminal. Real-time
facsimile service possesses important characteristics that contribute to its
popularity, such as the assurance that the message has been reccived by the
destination belore a call is cleared. and the resulting simplification in cus-
tomer billing if the receiving facsimile terminal happens to be incompatible or
temporarily unavailable, or if the access nctwork is unable to deliver the
message to its destination.

In store-and-forward systems, a call is normally cleared between the origi-
nating facsimile terminal and the ncar-side facsimile interface or storage node
before the message is delivered to the destination facsimile terminal. Such
systems can improve the efficiency of facsimile message ransmission over
satellite links by eliminating some of the facsimile terminal handshaking
signals. Converscly, the storage requirements at both earth stations can be
substantial, and the call management requirements can curtail any benefits
derived from additional reductions in transmission rate. Store-and-forward
systems have typicatly found use in fixed thick-route. large-volume document
transfer applications where economies of scale can be realized.

Since immediacy is essential in mobile communications systems, it is not
surprising that real-time transmission is the preferred means of communica-
tion whenever it is economically and technically feasible. This paper de-
scribes the core characteristics of a real-time demodulation/remodulation ap-
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proach in which voiceband facsimile signals are converted to a format suitable
for transmission over Inmarsat-B and Inmarsat-M digital channels.

Nelwork configuration

As mentioned above, the transmission of group 3 facsimile over digital
mobile satellite networks requires that voiceband facsimile signals be con-
verted to a demodulated bit stream. Implementation of this approach requires
that a channel-dedicated facsimile interface unit (FIU) be functionally placed
between a customer’s facsimile (erminal and the sateilitc channel. That is, one
FIU is required at cach end of the communications channel.

For the fixed (PSTN)-bused facsimile terminal customer, the FIU is normally
part of the land earth station (LES) equipment, which is owned by the communi-
cations service provider. (See the simplificd network configuration in Figure 1.)
In this case, the FIU is remotely interconnected via the PSTN to the customer’s
facsimile terminal using a four-wire interface, with the two-wire conversion
being provided clsewhere in the network, such as at a local telephone ex-
change. The LES must have an FiU available for cach channel that may be
simultaneously carrying facsimile traffic. It is envisioned that some calls will
initially be set up in a voice mode (i.e., a voice codec and a voice-grade
satellite circuit will be assigned to the incoming call). However, in the case of
automatic calling/answering, an FIU will be reassigned to the incoming lac-
simile circuit shortly after call initiation and prior to completion of phase A of
the group 3 facsimile protocols |4]. The general principles behind the in-call
service modification procedures will be addressed later.

For the mobile customer, the FIU is part of the mobile earth station (MES)
cquipment. In this case, the FIU is located close to the customer’s facsimile
terminal, and may be connected to the terminal via a iwo-wire interface. As
wilh the LES FIU, one facsimile interface is required for each active channel
carrying facsimile traffic. However, in this case one FIU will probably be
permancntly provided for each facsimile terminal associated with an MES.

Group 3 facsimile protocols

Group 3 facsimile terminals employ protocols that are defined in Interna-
tional Telephone and Telegraph Consultative Committee (CCITT) Recom-
mendation T.30 [4]. which provides significant detail regarding the manda-
tory and oplional features applicable 1o facsimile calls. However. to illustrate
some of the interworking aspects addressed later in this paper. a simplificd
one-page protocol (which in¢ludes only mandatory capabilities) is presented
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* CNG. An 1,100-Hz interrupted “calling tone” which the calling termi-
nal sends to the called terminal.

* CED. A 2,100-Hz echo control disabling, or called terminal identifi-
cation, tone transmitted in the called-to-calling terminal direction.

* NSF/CSI/DIS. One or more of these signals are returned by the called
terminal to indicate its capabilities (e.g., the capability to receive at
9,600 bit/s). The most common signal is the digital identification
signal (Dts), which is mandatory. The other signals are optional and

relate to nonstandard facilities (NSF) and called subscriber identifica-
tion {CSI).

DCS. The calling terminal, having received the DIS, issues the digital

command signal (DCS) to set up the signaling rate and other features
to be used for the remainder of the facsimile call.

Training (TR). The training signal is used to condition the equalizing
functions of the called terminal.

TCF. This is a training check sequence which immediately follows
the training signal and allows the called terminal to determine whether
it has been trained satisfactorily.

CFR. If training is acceptable {on the basis of TCF reception), a
“confirmation to receive” signal is returned by the cailed terminal.
Other possible signals returned include “failure to train” (FTT) or
“retrain” {positive or negative). Reception of any of these other sig-
nals would indicate to the transmitting terminal that the called termi-
nal is requesting 10 be retrained.

* Message (MSG). This is the actual bit-encoded image of the page

being transmitted. It is always preceded by training (TR), with no gap
in signal energy.

* EOP/MPS. One of these signals will be sent following each page

transmitted, to indicate an end-of-pages/procedure (EOP) or a multipage
signal (MPS) transmission.

* MCF. The message confirmation signal (MCF) is sent from the re-
ceiver to the transmitter to acknowledge receipt of the BOP or MPS
message.

* DCN. This gignal is issued by the calling terminal to disconnect (DCN)
and terminate the call.

in Figure 2. Tt can be seen that facsimile terminals employ several types of
signals during a facsimile call, including the following:
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Figure 2. Typical Single-Page Group 3 Faesimile Document Transmission
Protocol
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Basic functionality

The F1Us perform several basic functions. First, they intercept the incoming
voiceband signal waveforms in the facsimile-terminal-to-satellite direction
and demodulate them for transmission over the digital satellite channel. Sub-
sequently, the FlUs remodulate the digital signals received over the satellite
channel, converting them back to voiceband signals. They then transmit the
voiceband signals to the customer terminal in the satellite-to-facsimile-
terminal direction. Finally, the FIUs perform protocol conversions so that the
group 3 facsimile protocols become compatible with the transport channel
constraints of the mobile satellite service configurations.

To perform the signal waveform conversion functions, the FIUs comprise
the following elements, as depicted in Figure 3:

« Telephone tone generators and detectors.

* ACCITT V.21-type modulator and demodulator [5), which is used to
process handshaking signals.

* A bank of CCITT V.27ter and V.29-type modulators and demodula-
tors [6],[7], which is used to process the page (image) signals.

* Logic for digital bit-stream formatting, facsimile process control, fac-
simile protocol conversion, call establishment, call control, and call
clearing, '

In performing the protocol conversions, the FIUs use a predetermined set of
procedures that can be functionally partitioned into two types of protocols.
The first is an Inmarsat service conversion, or core, protocol that permits the
conversion of group 3 facsimile protocols for compatibility with Inmarsat’s
mobile service requirements. This protocol is generic to the different services
provided (Inmarsat-B and Inmarsat-M). The second is a facsimile satellite
channel conversion protocol, which permits facsimile user data and control
signals 1o be placed on Inmarsat’s facsimile data channels. This protocol
differs significantly between the two services, as outlined later. These func-
tional elements are illustrated in a protocol block diagram of an Fiu (Figure 4).
This paper addresses the core protocol in detail.

Inmarsat service conversion (core) protocols

The Inmarsat service conversion (corc) protocols provide the basic func-
tionality that converts group 3 facsimile protocols for compatibility with the
Inmarsat digital mobile satellite service requirements. The core protocols
identify, demodulate, and interpret different types of facsimile-originated
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FIU) on the basis of appropriate line state signaling messages received over the
satellite channel. .

Line state signaling is a key characleristic of the FIU concept, since the
different types of control and image signals cannot be gencrated solely on the
basis of user data, without additional information pertaining to the telephonc
line state associated with these signals. For example, in order for the
remodulating FIU to employ the correct modulation scheme for the Lransmls-
sion of 300-bit/s and 4.800-bivs data (in the satellite-to-facsimile-terminal
direction), a means of signaling is required which differentiates the signglin_g
rate that was originally used by the ransmitting facsimile termn.ml. T_hls is
because, when user data are transmitted over demodulated digital c1rcn.11tf
assigned connections, the bit rate information is lost and thus the signa]mg‘
rate of the signals is no longer known. Furthermore, the dl-ﬁE!I‘CI‘I[ types of
signals that cannot be mapped into a demodulated digital.blt stream can be
regenerated only if some type of signaling indicative of their nature and onscl
(or termination) is sent over the satellite channel. .

Line state information can be conveyed between FIUs in a packetized or
channel-associated format. depending on the type of service. Table 1 summa-
rizes seven distinct line states that are used in the Inmarsat services.

Signaling rate control

Associated with the FIU signal detection capability is the ability to id_cntify_
the correct scheme to be applied for the demodulation or remodulation of
signals received from the facsimile terminal or over the satellite channcl,

TABLE 1. LINE STATES FOR INMARSAT SERVICES

LINE STATE CONTROL INDICATION TEL.EPHONE l:lNE STATE

« Idle No signal

= CED Conncction 2.100-Hz signal

« Binary-Coded Signal Connection 300-bit/s (non-preamble) binary-coded
procedural signal

+ Telephone Signaling Tones Telephone signaling tones. such as ringing tene
and busy tonc

+ Synchronizing Signal Conneclion Modem synchronizing (or training) signal

= Preamble Connection 300-bit/s binary-coded preamble signal

+  Message Conncction Facsimile message or training check signal
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respectively. The FIU concept uses two approaches to accomplish such con-
trol. First, the remodulating Fiu directly utilizes the line state control indica-
tion to differentiate between low-speed (V.21} and high-speed (V.27ter or
V.29) data. If high-speed modulation is indicated, the remodulating FIU de-
rives the appropriate signaling rate based on knowledge already obtained from
the interception and interpretation of the pCS. As indicated previously, the DCs
is issued by the transmitting terminal to convey to the recciver the signaling
rate to be used for transmission of the facsimile message (page). If during a
call 4 transmitter is forced to reduce its speed to accommodate degraded
channel conditions, a new DCS is sent. The FIU continuously monitors such
transmissions in order to adapt its signaling rate, if appropriate. Thus, the
remodulating FIU employs a combination of line state information and prior
signal/protocol knowledge.

The demodulating FIU, on the other hand, relies on a priori knowledge of
the CCITT Rec. T.30 facsimile protocols to establish the nature of the signal
received over the telephone circuit (low-speed V.21 or high-speed V.27ter/
V.29). However, once the nature of the signal has been established, the de-
modulating U derives the appropriate signaling rate based on prior knowl-
edge obtained from the interception and interpretation of the DCS.

Transmission and aceess delay compensation

To compensate tor the long end-to-end delays encountered in the Inmarsat
system, signal elements were developed specifically to extend the operating
timing folerances of group 3 facsimile terminals for compatibility with longer
propagation delay circuits. The delays arise primarily from three factors: the
long access and transport links encountered in the Inmarsat network topology:
delays inherent in low-rate digital mobile transmission systems; and delays
introduced by the FIU in demodulating, remodulating, buffering, interpreting,
and controlling the processing of facsimile signals. Delay compensation is
perhaps the second most critical function of the FIU concept, after the dernodu-
lation/remodulation process.

The signal elements consist of the transmission of a repeated series of
300-bit/s V.21 modulated high data link control (HDLC) flags, which are
generated from the FIUs and transmitted to the facsimile terminals. The gen-
eration and termination of the flag sequence are the two key characteristics
ussociated with correct usage of the sequence.

The flag sequence is generated by an FILU whenever an anticipated response
to a command is not received within a prescribed time-out interval. The flag
sequence is terminated when either the anticipated signal is received over the
satellite channel, or the FIU-generated flag sequence has lasted for a prescribed
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period of time. Subsequently, when the actual facsimilc-lerminal_—generuted
signal 1s received over the satellite channel, it. 15 cor_lcat_enflted w1t.h the FI-U‘
flags so as to appear as onc signal to the receiving f_ac_smﬂe termmgl. This
process is illustrated in Figure 5. The flag sequence is invoked only in con:
junction with signals that are expected to use the flag sequence as a preamble

to their information fields.
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Figure 5. Fxample of Flag Sequence Usage
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The prescribed flag sequence duration was determined in a manner that
allows the continuation of call recovery (as initiated by the end user lacsimile
terminals), cven under abnormal call conditions. If the flag sequence werce
terminated only in response to receipt of a valid signal over the satellite
channel, an abnormal call condition could persist virtually indefinitely if no
response was received, without any recovery action being initiated by either
facsimile terminal.

The rules for the generation, termination, and duration of the flag sequence
were derived on the basis of facsimile terminal time-out characteristics and
estimated end-to-end transmission delays. Thus, the timer applicable to the
generation of flags is derived by subtracting the estimated maximum round-
trip delay between the PSTN-based tacsimile terminal and the LES from the
minimum time-out tolerance of facsimile terminals.

DPynamic delay determination

The FIU core protocol was designed to preserve the light iming tolerances
of facsimile protocols when consecutive si gnals encoded according to differ-
ent modulation schemes arc transmitted in the same direction. These toler-
ances are on the order to 75 = 20 ms. Of particular concern is the fact that
detection times applicable to different modulation schemes {which generally
fall in the range of 5 to 39 ms) are sufficiently different that two signals
transmitted adjacent to one another can come significantly closer (or spread
significantly farther apart) at the destination facsimile terminal, unless special
precautions are taken.

Timing jitter can have a significant impact on facsimile performance for a
number of reasons. First, exceeding the signal timing separations can void the
echo control strategy adopted by the end user terminals [8]. Excessive viola-
tion of the timing specifications can also result in a time-out or adverse
alteration of the receiving end user terminal behavior. Finally, violation of the
timing specifications can lead to front-end clipping by other interconnected
network equipment, resulting in even further degradation at the network ter-
mination points.

Conversely, if the separation of the two signals is significantly decreased
while they are transporied over the network, the receiving facsimile terminal
could find it impossible to switch between different modulation schemes in
time to receive the second signal without corruption. It should be noted that
these types of problems are exclusively characteristic of mixed analog/digital
networks and are expected to become more acute when interconnected pro-
cesses are employed (e.g., an Inmarsai network interconnected with an
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intercontinental network that uses circuit multiplication equipment employing
facsimile demodulation/remodulation technology).

Figure 6 shows how two signals could spread farther apart al the receiving
facsimile terminal. The two signals in this figure, which were initially scpa-
rated by a milliseconds at the transmitting facsimile lcrminal,‘becomc l"ar%her
apart, b, at the destination facsimile terminal as a result of dcmodllllatlon,
remodulation, and detection. This is because the detection/demodulation and
remodulation times (p and ¢) of signal 1 are shorter than the corresponding
times (r and 5) of signal 2. Tt can be seen thal, to maintain the proper separa-
tion at the destination facsimile terminal, the total minimum delays introduced
by the FiUs for the termination of the first signal must be greater than the
n;aximum total delays introduced by the F1Us (prior to the introduction of any
further dynamically determined delay) for the processing of the onsct of
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Figure 6. Example of Temporal Distortion at Destination FTE Caused by
Detection, Demaodulation, and Remodulation Processes
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activity of the second signal. Otherwise, as shown in the figure, it signal
separation a at the source facsimile unit is at its maximum allowable limit,
then the temporal separation, b, of the two signals will exceed the timing
tolerance of the receiving fucsimile terminal, (Delay p here does not include
any delay dynamically introduced by the Fiu, which may be necessary in order
to preserve the minimum signal 1/signal 2 temporal spacing at the destination
facsimile terminal.)

The FIU concept overcomes this difficulty by artificially decreasing or
increasing the delay applied to signals | and 2, based on the fact that the
ranges of delays g and s are defined and thus known in advance. This principie
assumes that the delays introduced by the remodulating FIC will be constant
(although ditferent) for each type of signal. On this basis, the demodulating
FIU can determine in advance the temporal separation of a signal pair at the
destination facsimile terminal, once the pair in question has been transmitted
over the digital channel. Although the detection and gencration times could be
made the same (i.e.. p = r and ¢ = ¥), this would be undesirable since it could
introduce significant additional transmission delay or degrade signal discrimi-
nation accuracy.

Efficient FTE eapabilitics negotiation

A further characteristic introduced into the FIU concept is the incorporation
of capabilities that permit the in-band alteration of facsimile-terminal-to-
facsimile-terminal control signaling so that the capabilities of the called fac-
simile terminal can be limited to the maximum supportable under the mobile
channel constraints. (For example, atlempts to negotiate at signaling rates in
excess of 9.0 kbit/s in the Inmarsat-B system are blocked.) This is accom-
plished in two ways.

First, the demodulated data stream of the non-preamble portion of the
300-bit/s binary-coded procedural DIS is intercepted and analyzed. Then, if the
signal is Tound to contain capabilities that are incompatible with those sup-
portable by the mobile channel, its content is modified to achieve the desired
Tacilities profile.

Second, any attempt to employ a proprictary mode of communication is
intercepted and eliminated. Such modes can be established when a called
facsimile terminal transmits the optional NSF frame, and the calling terminal
recognizes this frame as belonging to the same manufacturer and thus adopts a
different set ol communications protocols. Upon selection of a proprictary
mode of communication, the calling facsimile terminal {ransmits a nonstand-
ard setup frame to the called terminal. To prevent the NSF mode from being
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selected. the demodulating FIU intercepts any NSF frames transmitted in the
called-to-calling facsimile terminal direction and substitutes a series of precamble
line controls (flags) in their place. In this manner, the calling facsimile termi-
nal never secs the NSF capabilities of the called terminal, and thus never issues
a nonstandard sctup command.

Although the capabilitics alteration process does not affect the ability of
the facsimile terminals to ultimately establish a successful communications
path, it does expedite the negotiation of an acceptable profile of capabilities,
thus reducing the overall call duration. For a single-page Inmarsat-M call,
these savings can amount (o approximately 15 percent of the call’s duration.

Concatenation of FTE error recovery with satellite channel
protocols

An additional characteristic of the core protocols 1s the special provisions
made to ensure that error recovery procedures enacted by the end customer
facsimile terminals can be used in the presence of a mobile satellite demodula-
tion/remodulation transmission system. This is accomplished by forcing each
FIU to check the integrity of the frame check sequence associated with each
V.21 modulated binary-coded procedural signal transmission. If the frame
cheek sequence field indicates an error condition in the address, control, or
information fields, the check sequence is recomputed so that the regenerated
sequence will result in detection of an error condition by the distant facsimile
terminal, assuming subsequent error-free transmission. This recomputation is
particularly important in instances where the information fields are subject to
modification by the FIU system (such as the DIS mentioned above}.

Carrier activation

The essentially half-duplex nature of facsimile protocols permits carrier
activation procedures to be employed so that satellite power can be conserved
in the satellite-to-mobile-terminal direction. Hence, when end-to-end commu-
nication is maintained in one direction of transmission for a significant amount
of time—as during the mobile-originated image/message (or page) phase
the LES FIU core protocols permit the carrier in the satellite-to-MES direction to
he deactivated. Once the message is completed, the LES F1U core protocols
permit identification of the end of the message transmission phase, and a
request is made for the carrier in the satellite-to-MES direction to be reacti-
vated. These processes are accomplished through interpretation of the line

state control received over the satellite channel, and through identification of

the first and last scan lines of the page transmission.
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Faesimile call selection and clearing

Facsimile calls are generally established in one of three ways: mobile-
originated automatic calls, fixed-originated automatic calls, or manually es-
tablished calls. For mobile-originated facsimile calls, the MES establishes a
circuit in the facsimile data mode upon call initiation. In this case, call initia-
tion is detected on the basis of the facsimile terminal “off-hook” indication,
which is triggered by the customer’s dialing of the destination service address
and subscquent pressing of the “start” key available on most facsimile machines.

For fixed-originated automatic facsimile calls, the MES establishes a circuit
in the facsimile data mode upon call initiation, similar to the above process.
However, in this case facsimile (rather than voice) call detection is established
on the basis of the mobile service address dialed, because a separate number is
assigned to the facsimile-terminal-to-MES connection. Finally, in manually
established (or switched) calis, the call is established by the MES or fixed user
initially as a voice call. With respect to call clearing, once the main part of the
call has been completed, the disconnect signal is received by the MES Fiu. This
signal, which can be interpreted by the Flu, may be used to inittate call-
clearing procedures. Alternatively, the facsimile terminal “on-hoek’ condition
can be used to initiate call-clearing,

Broadcasting

A common approach is defined so that point-to-point group 3 facsimile
terminal protocols can be made to operate in a point-to-multipoint (broadcast-
ing) mode. The two key features of these protocols are discussed here.

First, the CED, DIS, CFR, and MCF signals are locally generated by the LES
FLU, rather than by the mobile facsimile terminal. In this process, it is assumed
that high-speed message transmissions to the called mobile facsimile termi-
nals are always successful. To increase the probability of suceessful commu-
nication with the widest range of mobile facsimile terminals, the DIS generated
by the LES iU only provides for minimal (e.g., lowest signaling rate) capabili-
tics. Consequently, the DCS issued by the calling (PSTN-based) facsimile termi-
nal will request capabilities that are available at each mobile facsimile terminal.

Second, the timing response and duration of signals generated by the LES
FIU are precisely controlled so that both the fastest and slowest mobile fac-
simile terminals can be synchronized with the calling (PSTN-based) facsimile
terminal. This is accomplished by employing the longest possible duration
and turnaround time for the LES FiU-generated signals (thus accommodating
the slowest mobile facsimile terminals), and by relying on the mobile FIU flag
sequence to keep the fastest mobile facsimile terminals on line.
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Figure 7 shows an example of the protocol signal exchanges applicab]e to
point-to-multipoint communications, once 4 call has been established. Note
that the LES FIU incorporates a full set of CCITT Rec. T.30 protocols because
it communicates dircctly. rather than transparently, with the FIU PSTN {or
broadcasting) facsimile terminal.
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i ]
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- — ——| CED
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! TRMSG
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> DCN

MCF e
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Figure 7. Example of Single-Page Broadcast Call

Inmarsat facsimile channel protocols

The Tnmarsat service conversion or core protocols described above can be
interfaced with a set of service-specific protocols—the Inmarsat channel
protocols—to provide end-to-end facsimile connectivity in various modes of
communication. The Inmarsat service conversion and the Inmarsat channel
protecols interface with each other by exchanging user data, user duta‘signal—
ing rate information, indications when timing adjustments can be performed,
and line state control. These concepts are illustrated in Figure 8.
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Figure 8. Interfuce Between Inmarsat Service Conversion and Inmarsat
Channel Protocols

Inmarsal-B facsimile service

To provide adequate crror performance, the Inmarsat-B channel employed
for facsimile transmission consists of a 10.5-kbit/s single channel per carrier
(sCPC) data channel, which is transmitted at 24 kbit/s afler forward error
correction (FEC) and framing coding. This channel is partitioned so that the bit
rate available to the facsimile interface process compriscs a 9.6-kbit/s channcl
(32-bit data field) and an associated 900-bit/s line control channel (3-bit field).
As a consequence of this structure, the Fius are able to transmit and receive
digital signals to and from the satellite SCPC data channel in blocks of 35 bits,
where 32 bits are employed for the transport of end user data and 3 bits for the
transport of line state control [9].

Inmarsal-M facsimile service

To ensure adequate error performance, the Inmarsat-M channel employed
for facsimile transmission consists of a 2.4-kbit/s SCPC data channel, which is
transmitted at 8 kbit/s after FEC and framing coding. The Inmarsat-M data
channel structure permits the FIus to transmit and receive digital signals to and
from the satellite’s 2.4-kbit/s data channel in blocks of 72 bits. In the
Inmarsat-M system, line state indications are carried as “line control packets,”
which arc transmitted in-band over the 2.4-kbit/s data channel. Line control
packets are generated whenever a line state transition occurs, and always
precede the transmission of information (associated with the new line state)
over the digital channel. The indication in the line control packet is then
applied to all data bits of the satellite channel that immediately follow the
packet, until a new line control packet is generated [10].
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Performance

The FIU concept enables facsimile signals to be transmitted via low data-
rate channels, and can potentially improve the quality of service. Quality-of-
service improvements are currently under investigation; however, three fac-
tors have already been identified as potential contributors to enhanced service
quality. First, service quality may improve because of the special provisions
incorporated to compensate for the long propagation delays and the long
framing delay encountered in mobile communications systems. Quality may
also improve because a substantial portion of the end-to-end link now com-
prises a demodulated data connection. Thus, the voiceband link lengths are
reduced and any telephone channel equalization requirements are minimized.
A third factor that can contribute to improved service quality is the enhanced
robustness of demodulated data (as compared to voiceband) transmissions in
the presence of digital transmission impairments. This robustness arises be-
cause a single error in voiceband transmission atfects the integrity of multiple
bits upon demodulation, unlike with demodulated transmissions where the
correspondence is one-to-one [1].

These potential service improvement factors must ohviously be weighed
against potential service degradation factors, such as the introduction of addi-
tional end-to-end transmission delay arising from the FIU demodulation/
remodulation process. It is known that facsimile communications can be ad-
versely affected when transmission delay is significantly increased; however,
any such degradation has to be investigated in light of the potential for
improved service quality (including protocol and transmission aspects), as
mentioned above.

Characterization studies of FIU performance in a laboratory environment
are currently under way.

Summary and conclusions

The FIu concepts described herein permit the transmission of facsimile
signals via low-rate channels in real time, the conservation of satellite-to-
mobile power, and the broadcasting of messages in a single call using off-the-
shelf group 3 facsimile terminals, Quality-of-service issues are currently be-
ing investigated using a set of prototype FIU systems developed by COMSAT
Laboratories, and the technology is now being integrated with mobile and
fixed earth station equipment. The FIU protocols are designed so that the FIU
can ultimately be implemented at a cost comparable 1o that of less expensive
facsimile terminals.
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A digitally implemented modem:
Theory and emulation results

I. J. POKLEMBA AND F. R. FARIS

{Murnuscript received April 27, 1992)
Abstract

Theory and hardware emulation results arc presented for a very flexible digitally
implcmented modem whose technology is useful over a broad class of satellite com-
munications applications, both terrestrial and in-flight. The modem can be programimed
for 2-. 4-, 8-, and 16-PSK (phasc shift keying), 16-QAM (quadrature amplitude modu-
latien), MSK (minimum shift keying), and Offset-QPSK (quaternary PSK) modulation
schemes over a range of data rates from 2.34 o 300 Mbit/s, with programmable
spectral occupancy from 1.2 to 1.8 times the symbol rate. These eperational parameters
are exceutuble in burst or continuous mode. Al critical processing in both the modula-
tor and demodulator is performed at baseband using very-high-speed digital hardware
{including application-specific integrated circuits | ASICS]) and memory. Analog front-
ends in phase-quadrature are employed for translation between the IF and baseband,
where the analog-to-digital conversion takes place.

The emulation results confirmed that the modem functioned over the entire range of
operational parameters, and achieved and maintained synchronization at bit error rates
(BERS) as high as 2 % 107, The results also showed very good agreement with the
tracking loop analysis, and validated the resolution apportionment of the various
hardware clements in the tracking loops. The small degradation expericnced in BER
was attributed to an intentional mismatch of the transmit and reccive data filters, which
was introduced to minimize the hardware complexity for future spacecraft applications
by restricting the demodulator’s finite-impulse-response data filter to a two-symbol
aperture,

Introduction

In 1977, a generic analog demodulator structure for digital data transmis-
sion was derived from multidimensional detection and estimation theory, and
successfully implemented at COMSAT Laboratories [1]. Six years later, in

149
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1983, a patent entitled “Concurrent Carrier and Clock Synchronization (CCCS)
for Data Transmission Systems” was granted on the architecture; and the
following year. the theoretical basis for the demodulator was describtl:d .in a
paper cntitled A Joint Estimator-Detcctor (JED) for QpsK Data Transmission
[21,13]. _ ‘

In 1982, the development of a digital implementation of the IED was
undertaken. Over the next few years, various improvements were made o the
digital structure in an effort 1o provide as flexible a design as possible w.ithnul
the need for hardware changes. The emulation results presented herein are
primarily taken from the programmable digital modem (PDM) version of the
IED built for the National Aeronautics and Space Administration (NASA)
Lewis Research Center (LeRC).

Because the JED structure is based on a mathematical representation of
amplitude-modulated carriers in phase quadrature, it is upplicuble.to many
widely used, filtered signal constellations that can be represented in a two-
dimensional space: for example, M-ary phase shilt keying (p8K), M-ary quafl‘ra—
ture amplitude modulation (QAM), minimum shift keying (MSK), anq offsct
quaternary pSK (OfTset-QPsK) [4]. The detection and estimation operations arc
interdependent, such that all of the post-detected values and cstimates dcve.]-
oped aid one another coherently. The benefits of this coherency include r‘u:gh—
gible degradation in bit error rate (BER) for nominal tracking loop ban.dwldtl_ls,
as well as less output jitler and cycle skipping at a given signal-to-noisc ratio,
S/N. compared with other well-known techniques. This improved pcrformance
is largely due to the post-detected data feedback used to rcallizc the csur'nau.)r
loop phase detectors. Another advantage is the ability to achieve and maintain
synchronization at BERs in excess of 107!,

Since 1977, numerous realizations of the JED approach, both analog and
digital, have been built and tested at COMSAT Labomlor.ies. They h.uve
primarily been QPSK structures at data rates ranging from 64 Kbit/s to 20 Mbit/s.
The current NASA version discussed here has been designed for 2-, 4-. 8-, and

16-PSK; 16-0AM; MSK: and Offset-QPSK schemes over a range of symbol rates
from 2.34 to 75 Msymbol/s. Thus, the transmission rate for 16-ary modulation
can be as high as 300 Mbit/s. ‘

COMSATs first tuble lookup modulator realization was designed and built
in 1982. However, at that time high-speed memory sizes were so restrictive
that only bipolar in-phase and quadrature (£, Q)-level modulation formats such
as QPSK could be implemented. In the late 1980s. advances in high-specd
static random-access memory (SRAM) made it possible to realize all of the
useful modulation constellations for satellitc communications mentioned above.

Patent applications for second-generation digital techniques such as “gear-
shifting™ and “pre-averaging™ were filed in the mid-1980s, and are only now
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being disclosed in the literature. These techniques allow the modem o operate
over a very broad range of symbol rates (typically, a factor of 32) without any
hardware changes. Hence, the modem is truly programmable.

An extensive analog and digital hardware modeling program was written
on an Apollo DN-3000 workstation to emulate and evaluate the design. All of
the performance results presented were taken from the emulations. The hard-
ware is currently being fabricated. and measurements should soon be available.

Modem implementation

The modulator and demodulator conceptual architectures. described in de-
tull in References 3 and 5, are outlined herein to provide continuity in the
analysis. Both architectures were chosen to provide the maximum practical
flexibility and minimum hardware complexity consistent with the modulation
techniques, data rates, operational modes, and spectral occupancics required.

Modulator

To achieve the greatest degree of programmability, the critical processing
elements in the modulator architecture are digital. Because the modulation
must ultimately be converted into the analog domain for transmission, one of
the most important decisions to be made is whether this conversion should
lake place at bascband or IF,

BASEBAND VS IF [HGITAL-TO-ANALOG SAMPLLE CONVERSION

A digitalto-analog (D/a) converter is inherently a sample-and-hold device
that imposes a low-pass sin(x)/(x) envelope on the replicated output spectral
lobes at multiples of the sample rate clock. The first notch of the sin(x)ix)
envelope occurs at the sample clock frequency NR,, where R, is the symbol
rate (1/T) and N is the number of samples per symbol (s/s). Consequently,
unless the sample rate is very high, the output spectrum should be compen-
sated for D/a sample-and-hold aperture rolloff. To minimize the amount of
compensation required, the center of the desired outpul spectral lobe can be
located at DC. This effect is illustrated in Figure la for baseband sampling at a
rate of 2 s/s and 40-percent Nyquist rolloff filtering. Integer numbers of
samples per symbol are preferred because they allow for simpler processing.
Observe that the notches in the sin{x)/(x) envelope conveniently provide some
degree of replicated spectra removal. Also note that the gap between the
baseband lobe and the first replicated lobe allows the use of a low-pass, finite-
rolloff, replication-removal (RR) filter, whose asymptotes are sketched in the
{igure. Furthermore, as the Nyquist channel filtering rolloff increases to
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i

I I | !
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Ry 5 ) 5
(a) Baseband Sampling Conversion
m [ | 1 [
-Rg 0 Py 2R 3R, 4R,

(by IF Sampling Conversion
Figure 1. Modulator D/A Output Spectra

100 percent, the gap narrows to a notch, and thz? use of a 'fi.nite-rolloff FI{IR
filter will alter the shape of the higher frequencies in the.transmon band of.t el
transmit spectrumn. From the figure, it is clear that 2 sfs is the lqwest pra:i:uca

integer-multiple sample rate. This is important becagse, 1_?01* a given hal: l:va}l;e
speed capability, the highest symbol rate of operation 13 iachmved w1‘t the
lowest number of samples per symbol. The disadvantage of baseband. sfimp}e
conversion is that it Tequires two D/A converters and quac}rature .rmxmg in
order to convert to the desired IF, whereas IF sample conversion typically uses

single D/A and the frequency conversion is inherent.

) ‘“Ki IF sample convegsion technique is shown in Figure 1b for the .c‘ase of
3 s/s, which represents about the lowest IF sampling rate for practu,al R'R1
filtering at a single data rate of operation. Observe that the des1_red specl;rci
lobe is centered at approximately 0.7R, for a 40-percent NqusF -Charme .
However, the narrower spectral gap is too small tp support a tran;;mon band
for replicated-spectra filtering for continuousl)lf—vanable—rate operation. H?gc]:,
to widen the gap, the next higher int_eger multiple sample rate (4 s/s) wou be
required. This increased sample rate halves the maximum speed of operation
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relative to baseband sampling. In addition, the IF sampling has greater ampli-
tude skew across the passband to be compensated. This will cause more
ringing in the transmil filter impulse response and require a wider aperture to
represent. Thus, for very-high-speed, continuously-variable-rate operation, the
baseband sample conversion approach is clearly more desirable.

MULTIRATE OPERATION

To provide for maximum rate flexibility without hardware changes, it is
necessary to use a single analog RR filter over the broadest practical range of
data rates. This implies that the first replicated spectral lobe of Figure [a must
always be above a given cutoff frequency, which is accomplished by keeping
the sample rate sufficiently high that the first replica remains above the RR
filter cutoff. To maintain this alignment as the data symbol rate is lowered, the
number of samples per symbol must be increased proportionally. To preserve
an integer number of samples per symbol, this technique is implemented in
discrete sample-per-symbol steps rather than in a continuously variable fash-
ion. A convenient and practical size for each step is an octave of data rate.
Henceforth, this technique will be referred to as “gear-shifting.” The data rate
ranges for this particular design are detailed in Table I. The table only ad-
dresses rates up to 32 s/s because of spectral shaping memory size limitations,
which will be explained later,

The most difficult situation for replicated spectra removal occurs at both
ends of the 2-s/s range. When operating at the maximum symbol rate, R, =
75 Msymbol/s, the RR filter must pass as much of the main lobe as possible.
Conscquently, it needs a passband somewhat wider than the Nyquist band-
width, ~1.3R /2 = 48,75 MHz. At the other extreme, for operation at the
minimum symbol rate in the 2-s/s range (R, = 37.5 Msymbol/s), the RR filter
must reject the low end of the first replicated lobe, at approximately
1.6R, = 60 MHz. A good compromise, which was determined in conjunction

TABLE |. MODULATOR GEAR-SHIFTING RATES

SYMBOL RATE RANGE SAMPLLS/
(Msymbol/s) SYMBOL
3NS5< R TS
1875 < Ry 375 4
9375 < Ry 1875 8
4.6875 < R, 9.375 16
234375 < R, 4.6875 32
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with BER simulations. is an elliptic low-pass filter with a 0.2-dB equiripple
passhand extending from DC to 48 MHz, with a stopband beginning at 60 MHz
of minimum attenuation greater than 30 dB. The sample-and-hold effect of the
/A provides additional filtering to suppress the sample clock replicated spec-
tra below 40 dB. To avoid additional analog hardware, group delay dispersion
in the RR filier is compensated for in the transmit spectral-shaping memory.
This dispersion will be most pronounced at the highest symbol races of operation.

TRANSMIT SPECTRAL SHAPING

The maximum number of M-ary signals is 16, To facilitate 16-ary 300-Mbit/s
operation, the incoming data are received on four parallel lines designated A,
B, C. and D, where A is the most significant bit (MSB) and /3 is the least
significant bit (LSB). To properly represent the modulation techniques, a quadra-
wre data mapping (QDM) between A, B, C. D and 1, Q is necessary prior 1o
spectral shaping. The mappings for the required modulation techniques arc
given in Table 2. A one’s complement representation is used for the mappings
because of the bipolar synimetry. The unity power-normalized signal constel-
lation vectors (i. ¢) are also listed.

Nyquist band-limiting of the digital daa spectrum is most easily realized
on the modulator by means of a table lookup [5]-|7]. This is because the /, O
signal input for band-limiting has only a few deterministic levels, and as a
result the memory size is not unwieldy. Further, since the sample values are
precomputed, the only impact on their precision is the output quantization of
the memory. Alternatively, to be as accurate, a true finite impulse response
{FIR} filter would require moderately high precision in all of its delays, mulli-
plics, and adds, except for the very first input.

The table lookup approach is illustrated in Figure 2. Its operation is based
on clocking-out a set of N precomputed sample values for a given input
symbol patiern. Incoming A. B, C, D data lines arc mapped into an eguivalent
one’s complement £, ( representation by the QDM. The /. () symbol patterns
are stored in shift registers of length L. The remainder of this discussion
applies equally 1o either the / or {J channel. Different m-bit resolutions tor {
and Q are required in order to handle the various multilevel modulation
techniques, as indicated in Table 2, where curremly m = 1, 2, 3. Therefore,
maximum length £ shift registers must be reconfigurable into (m X L/m)

formats. {/m symbols of m1 bits are stored in the shift registers. The symbol
patterns in a shift register are updated at the data symbol rate, R,. Thus, L/n2 is
the effective transmit filter impulse response aperture. The L hits constitute
the MsBs of the precomputed memory lookup address, while synchronous
sample clocks in octave multiples from NR/2 down through R, make up the
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TABLE 2. MODULATION ENCODING MAPPING
MODULATION NORMALIZED

TECHNIQUE  NO. A B C D (i, q) 1 e}
BPSK 0 - 0 +0.7071, +0.7071 " 4}
1 — - - 1 07071, -0.707 | |

MSK. QPSK ¢ = 00 #0071, +0.7071 0 0
I - = 0 1 0707107071 " I
2 - - | 0 —07071, +0.7071 ] 0

3 - - 1 1 07071, -0.7071 | |

8-PSK ] - {} ( G +(0.9239 4+0.3827 1 06
| - ] ) | +(.3827, 409230 00 0l

2 -0 0 09239, 403827 10 ]

3 - 0 11 —03827.409230 1 al

4 - LD 0 409239, 3827 01 i

3 - L0 403827, 0923 00 tQ

6 - i 19239, 03827 10 11

7 - | | | —0.3827, (39239 11 1)

16-GAM 0 { 0 (0 0 +0.9487, +0.3162 4] ol
1 il 0 0 1 +0.3162. +0.3162 01 0]

2 U ) | 0 +0.9487, +0.9487 44} il

3 0 0 1 t +H).3162, +0.9487 0 (X}

4 { 1 0 0 —09487. +0.3162 ) 01

5 0 | 0 1 —0.3162. +00.3162 1 U

6 o1 I 0 —0.9487. 10,9487 1 al

?‘ { { 1 1 —0.3162. +0.9487 11 00

8 1 ) 9] 0 409487, —0.3162 (1l 10

g | ] 0 1 +H0.3162, 03162 01 11

19 ! Q0 | 0 +0.9487. -0.9487 (48] 1}

I1 1 0 I 1 +0.3162, -).9487 00 11

12 1 | 0 0 09487, 03162 10 10

13 1 | 0 | 03162, 03162 10 11

14 o1 I 0 —0.9487, —0.9487 11 10

15 1 | i i —.3162, 09487 11 11

16-PSK 0 0 0 b} 0 +0.9808, +0.195] 011 000
| G0 0 1 408315405556 010 00l

2 0 0 1 0 +0.1951, +0.980% 000 all

3 0 0 | 1 +(.5556, +0).8315 001 aln

4 01 0 0 —0980% +0.1051 06 0o

5 0 1 0 1 -0.8315, +0.5556 I()'] 001

O 0 1 | 0 01951, +0.9808 111 arl

7 0 I 1 ! 0.5556, +(1.8315 110 016

8 | 0 0 0 +0.9%08, -0.195] a1l lil

Y 0 0 1 4083150555 010 110

10 | 0 1 0 +0.1951, -0 9808 Q00 100

11 1 8} | 1 +0.5556, -00.8315 001 101

12 1 1 0 0 -0.9808, —0.1951 104} 11

13 i ! Q0 1 —0.8315. -0.5556 11 1i0

14 1 1 | 0 —0.1951, 09808 I 100

15 1 1 | | —(.5556, -0.8315 10 101
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address L5Bs. The memory MSBs correspond to a given input data sequence,
and the Lsis select the samples within a symbol tine, such that for each of the
2% possible bit patterns in the shift register, a set of & precomputed samples is

I clocked out. Altogether, there are a total of 2%« N samples or addressable
- memory locations. Moreover, the memory size increases linearly with the
number of samples per symbol, but geometrically vs impulse response aper-
ture length and the number of 7 or @ amplitude levels, (2)". This is evident
in Table 3, where the maximum memory requirements for 32-s/s operation are
listed vs impulse response aperture length and modulation technigue. Also
included are rough indications of the spectral occupancies in terms of their
center-lo-center carrier spacings.

IF
OUTPUT

BURST N

SWITCH| MOD

SPURIOUS
REMOVAL
BPF
LPF: Low-pass filter
BPF: Bandpass filter

TABLE 3. MAXIMUM I- OR Q-CHANNEL SPECTRAL SHAPING
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The best compromise with the current state of the art in high-speed SRAM is
to set L = 12, The resulting 131K X 8 memory configurations are shaded in
the table. Only 16-PSK cannot be configured for the most commonly used
40-percent rolloff Nyquist channel (carrier spacing = 1.4R, ). Finally. for all
the modulation techniques listed, an 8-bit output resolution in the memory is
sufficient to keep the transmit output spectral gquantization noise better than
40 dB down.
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matched and must be predistorted to account for RR, IF, and anti-aliasing (AA)
filtering, as well as transmission link impairments.

The primary filtering functions in the transmission path are illustrated in
Figure 3. In addition to the digitally implemented transmit and receive Nyquist
data-shaping filters, there are the previously discussed D/A aperture effect and
analog RR filter, as well as the analog AA and analog-to-digital (A/D) input
bandwidth filters of the demodulator. The predistorted transmit frequency
response is obtained by subtracting the cascaded magnitude and phase of these
other known filters, along with any measured dispersions in the transmission
path, from the desired channel frequency response. The resultant predistorted
transmit frequency response samples are converted into time domain impulse
response samples by means of a fast Fourier transform (FFT). Superposition of
the individual impulse responses is then used to obtuin the aggregate impulse
responsc for an /m symbol sequence. The resultant sample values are preloaded
into the I, @ transmit spectral shaping memorics.

For illustration, two predistorted impulse responses have been compured
over a 16-symbol interval for 50- and 75-Msymbol/s operation (as shown in
Figures 4a and 4b, respectively). Observe thal at the maximum symbol rate
(75 Msymbol/s). the impulse response has considerable ringing on the leading
edge. This is largely to compensate for the delay dispersion in the RR and AA
filters when the main lobe of the transmit spectrum fills their bands. Also note
that for this worst-case predistortion, the impulse response is not well-
represented over a 6-symbol aperture; therefore, some degradation is expected
for the higher-level modulation formats at 75 Msymbol/s. For 50-Msymbol/s
operation, the bulk of the signal spectrum is well within the RR and Aa filters,
and the impulse response exhibits considerably better symmetry. Furthermore,
for operation at progressively lower symbol rates, the effect of the D/A aper-
ture becomes negligible, until cventually no predistortion is necessary.

Demodulater

The multiplier-accumulator (MAC) is a digital-signal-processing (DSp) hard-
ware element that is used throughout the demodulater. To accommodate a
design with reduced size and low power dissipation, a generic application-
specific integrated circuit (ASIC) chip was developed for use in nine different
locations in the demodulator. This ASIC consists of two MACs, which can be
configured in several different ways. Its multipliers have 8-bit inputs and
16-bit outputs, and the accumulators have 24 bits of resolution and may be
preloaded. As with the modulator, the greatest degree of programmability is
achieved when the critical processing elements in the demodulator architecture
are also digital. Again, one of the major concerns is whether to sample at
baseband or IF in the demodulator.
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BASEBAND VS IF A/D SAMPLE CONVERSION

In the demadulator, the first concern is whether to translate the incoming
RF spectrum to a low IF or to baseband. for IF or bascband sampling, re.\p’ec(i
tively. With IT sampling, the frequency can be set equal to t.he symbol.r‘ate. 1;]1
sampled at 4 s/s to greatly simplify the subsequcm processing, because with a
4-s/s local oscillator (LO), every other 1,  sample is mult1pl1c§ by zcro [8]—! L]
The other reason for keeping the 1+ as Jow as possible. is lbecause of the
effective sample aperture width of the A/D converter, which imposes a I(?w:—
pass sin(x¥(x) envelope on the incoming IF spectrum and requires progres-
sively greater amplitude compensation for hig]\1er data.rutf_: op_aerélt:o_n.

The symbol-rate IF technique works well for Qppllcatmnb w.hele lhle dalg
rate is high enough relative to the IF that its RF image can eas?]y b§ f11ter§
out. However, when operating at the low end of a broad range of continuously
selectable rates, the desired band and its RF image can hccom_c very close? and
difficult to separate. To provide adequate scparation for continuously \-’arlablfa
rae operation, the IF can be set at integer ralios greater than l‘ X R.\.‘ Thi.:.
as R, scales down from its maximum rate, .lhe IF can be gear-shiﬂed as 4& .
6R\/4, 8R /4, etc. Although this does not increase the highest abso?ute gar?
p]i‘ng frequency required, the front-end processing must run .ut 4, 6, dnd' ; :is
respectively, and be averaged down to 2 s/s—the rale‘ at which the remainder
of the demodulator processing is most efficiently performed.
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If the sample rate and symbol rate are not integer-related, an interpolating
filter is needed to convert the non-integer number of samples per symbol to 2.
Such interpolating filters are both hardware-intensive and speed-restrictive.

The minimum sample rate for the demodulator with bandpass sampling is
4 s/s, which makes 75-Msymbol/s transmission much more difficult to imple-
ment than with 2-s/s baseband sampling. Due to these restrictions, quadrature
down-conversion and baseband sampling are used, as in the modulator.

The AA filter requirements for limiting the incoming bandwidth prior to
A/D conversion are comparable to those for the RR filter in the modulator,
Hence, for simplicity both the RR and AA filters will be designed with identical
passband, transition-band, and stopband parameters.

DEMODULATOR IMPLEMENTATION ALTERNATIVES

As detailed in the introduction, the JED demodulator architecture is appro-
priate for this application because of its high degree of flexibility. However,
several more specific implementation options remain to be decided upon,
including acquisition techniques, the mechanism for carrier frequency conver-
sion, and the receive data filtering realization. The rationale for choosing
particular options is given below.

Figure 5 is a general block diagram of the demodulator. Fundamentally, it
consists of 7,  detection paths with pre-averager (PA) receive data filtering
and three estimation or tracking loops: automatic gain control (AGC), carrier
phase, and symbol timing. As indicated in the figure, the detection and estima-
tion operations are interdependent, such that all of the estimates developed aid
one another coherently.

For burst mode operation, a paralle] acquisition estimate processor is em-
ployed to develop initial tracking loop startup values in order to expedite
synchronization and minimize the probability of phase-locked loop (PLL)
hang-up [12],] 13]. The acquisition processor’s estimates are injected directly
into the digital tracking loop accumulators. The specific algorithms used to
compute these startup estimates are contained in Reference 5.

The demodulator analog front-end converts the incoming modulated RF
signal (which is centered at 140 MHz) down to baseband with a fixed LO, such
that a carrier offset beat frequency is superimposed on the baseband 7, O
channels. Hence, after A/D conversion, the /. Q paths are passed through a
carrier phase rotator to remove the beat, thereby simplifying subsequent pro-
cessing. Since the A/D sample clock is always an integer muitiple of the

symbol clock, its phasing is properly aligned with the detection and transition
sample points.
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A voltage-controlied oscillator (veo) could alse be used lor frequency
translation. Although this would eliminate the carrier beat as well as the need
for a carrier phase rotator, a moderate amount of additional analog hardware is
required in order to step a VCO's output phase to avoid hang-up. A numeri-

SYMBOL
CLOCK

Z,L cally controlled oscillator (NCO) whose phase accumulator could be preloaded
g e 2 ® ER® or stepped would have been highly desirable, but was unavailable. Because of

;.‘Et 5 é Doc') o USJ the 140-MHz IF, an NCO with a 350-MHz sample rate would be necded, as the

a E . £- § & i maximum frequency that can typically be obtained from an NCO is its sample
]

rate divided by 2.5 (due to practical Nyquist sampling limitations). Stepping-
& up or multiplying a lower-frequency NCO was ruled out because of the greater

—
N|

x hardware complexity involved.
o K DETECTION PATH PROCESSING
o K Z5h
Zz W O] = . . . .
E 5 i Tuo There are three major processing blocks in the 7, ) data detection paths: the
<L u (=¢] o < . . .
z 9 < Ye g PA teceive data filter, the carrier phase rotator (CPR), and the quadrature
> T oo < a
< 0

chunnel detection mapper (QCM). The detection paths arc aided by the track-
ing loop estimates in the following ways. Since the arithmetic is fixed-point,
the amplitude-level estimate is used to control the gain of the incoming signal,
to avoid overllow. AGC 1s also essential for detection processing when the
modulation technique has an amplitude-level dependency, such as QAM. The
cartier phase estimate simply rotates out the cartrier beat in the /, Q predetec-
tion samples. The symbol timing phase estimate is embedded in the sample
clock al the A/D converter because the sample clock is actually tracked in the

] @] . . . . ..
o w %3 =2y recovery loop and the symbol clock is obtained from it through integer divi-
. Z Z L 3 . : L .
Eg 29 52¢g z<5 sion. Hence, the detection path samples are phase-coherent at their inception.
@ Q = < 5
Z < | o <
;.J: i n

PA Receive Data Filter

Figure 5. Demodulator Block Diagram

sin (wt +9)

The pA performs three important functions in the demodulator. First, it
provides for a very broad range of data rate operation without any hardware
A changes (typically, a factor of 32). Second, the PA functions as a receive data
Lg,\ﬁ_' filter and reduces the single-sided incoming noise bandwidth to R /2. Finally,

A the PA decimates the sample rate to 1 s/s for subsequent processing [14].

One patent has been granted on the basic concepiual implementation of the
PA, and another is pending on an extension of its effecttve impulse response
aperture [15]. Increasing the aperture of the pA filter provides more sclective
filtering for better adjacent channel suppression.

Figure 6 1s a block diagram of the dual overlapping version of the PA used
in this application, and Figure 7 illustrates its reuse of input samples for the
case of 8 s/s. The cffective impulse response aperture length of the PA is
2 symbols. Observe thal the data detection samples are obtained by a weighted
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b average of 16 incoming samples, which are evenly distributed about the
AR ' desired point. The same is true for the data transition sample, except that its
X " averaging intervals are staggered relative to the detection point intervals. To
hy 1 achieve a 2-symbol filter aperture with an output sample rate of 1 s/s, two
overlapping PAs are needed for the data detection points and two others for the
N2 N2 N0 IMPULSE ADDRESS dalg transition points. Th.e Sam.ples are weighted and averaged }?y MACs,
NA, — | C%iii%\llgﬁT € SEQUENCE which must operate at the incoming sample rate, NR,. Moreover, all incoming
FIRST-IN FIRST-OLT MEMORY GENERATOR samples are used twice to yield the two averages, and there are two parallel

1-s/s output streams for the data detection and transition sample paths in each
Figure 6. Dual Overlapping PA Receive Data Filter I, O channel.
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The receive data filter impulsc response is a raised cosine pulse. which
was chosen as the best compromise between implementation complexity and
adjacent channel rejection (ACR) [5]. The transition and stopband regions of
the raised cosine pulse frequency response change vs the number of symbols
per sccond used. This cffect is illustrated in Figures 8a through 8d for sample
rates of 2, 3, 4, and 32 s/s, respectively. Observe that the ACR improves as the
number of symbols per second is increased.

The width of the frequency response window in each figure is equal to the
sample rate, or #£NR,/2, which is +75 MHz at the maximum symbol rate. As o
result of digital filtering, replicas of these receive filter passhands exist at integer
multiples of the window interval, NR;. Therefore, it the digital filter was acting
alone, there would clearly be an adjacent channel aliasing problem with the 2-s/s
case. Fortunately, at 2 s/s, the analog AA {ilter (whose passband range 1s +48 MHz)
provides the bulk of the ACR. However, as the data rate is reduced. a range of
operation with poor ACR would occur if the 3-s/s response were not included.
Moreover, to avoid regions of poor ACR, the demodulator gear-shifting cannot he
limited to powers of 2, as in the modulator, and must include factors of 3 as well.
The resultant demodulator gear-shifting rates are listed in Table 4. Note that this
technique also helps to avoid a reduction in S/ from noise aliasing.
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Figure 8. PA Receive Data Filter Frequency Response
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TABLE 4. DEMODULATOR GEAR-SHIFTING RATES

SYMBOI. RATE RANGE SAMPLES/
(Msymbol/s) SYMBOL.
S0< R, 75 2
375< R, 50 3
25 < R, 37.5 4
87 < R, 25 )
125< R, 1875 8
9375< R, 125 12
6.25 < R, 9.375 16
46875 < By 6325 24
234375 < R, 4.6875 32

Noration

The notation used throughout the remainder of this paper is listed in Table 5.
The 2"? and 2k - | (_eyen and odd) subscripts denote sample values at the data
detection and transition timing instants, respectively, while the & subscripts

refer to all sample points. A caret over a variable denotes an estimated or
detected value.

Carrier Phase Rolator

The CP‘R removes thf: frequency beat in the 7, @ channels that results from
the use of a fixed-carrier LO frequency translation. Prior to the CPR, the [ Q
channels may be described by ,

I, =Ali cos(8, )+ g, sin( @, }] (la)
O, = Aplg cos(@)~i, sin(8,)] {ib)

It 1}‘10 c:flrrier phase tracking is accurate, the frequency beat is removed by
performing the two matrix multiplications of the following equations:

I, =[cos(0,),—sin(O )L, ¢, |
= A, iy cos(8, —0,)+q, sin(0, -8,)] ~ A,li, | (2a)



168

COMSAT TECHNICAL REVIEW VOLUME 22 NUMBER 1. SPRING 1992

TABLE 5. NOTATION

NOTATION DEFINTTION

iy Unit power normaiized transmit baseband in-phase samples
I Unit power normalized transmit baseband quadrature samples
I Incoming baseband in-phase samples
O Incoming baseband quadrature samples
Ay Unknown incoming amplitude level

O Random incoming carrier phase

T Random incoming symbol time

Iy Post-carrier phase rotated in-phase samples

Oy Post-carrier phase rotated quadrature samples

Iz [n-phase post-detected data feedback samples

QM Quadrature post-detected data feedback samples

A'?ZR ( In-phase post-detected data feedback difference samples
AQZAfl Quadrature posi-detected data feedback difference samples
A-’";O Initia! amplitude level offset estimate

éﬂ Aé() Initiul carrier phase and frequency estimates

¥

I Initial symbol timing estimate

A Amplitude reference level

AAoy Amplimde level error

ABpy Carrier phase error

AT Symbeol timing crror

Ky Carrier and clock phase detector gain constant

Ky By AGC loop gain constant and single-sided noise bandwidth
Ky, Bg Carrier loop phase gain constant and single-sided noise bandwidth
Kag Carrier loop frequency gain constant

K By Symbel timing loop gain constant and single-sided noise bandwidth
AA.,‘,( Amplitude Jevel offset cutput estimate

é"k Carricr phase output estimate

ﬁé’k Carrier frequency output estimate

Tak. 1 Symbol timing output estimate
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0, =Isin(8, ), cos(®)I[7,. 0,1
=A,Lg, cos(B; - 8,) - sin(8, -0,)] ~ A,[q; ] (2b)

The CPR can be implemented with two MACs that operate at 4R, as indi-
cated in equations (2a) and (2b), and whose accumulators are zeroed after
every two samples; or equivalently, with four MACs at 2R, that opcrate on the
detection and transition samples separatcly.

Quadrature Channel Detection Mapper

The QCoM performs the inverse operation of its counterpart in the modula-
tor, the QDM, but at u much higher resolution because of the inclusion of noise
in the demodulator. In general, the QCDM maps the post-CPR /, ¢ channels into
as many as four parallel detected data streams A, B. C, D for 16-ary signal-
ing. For PSK modulation techniques, the decision boundaries are radial lines
that bisect the distance between adjacent signals in the constellation (assum-
ing equally likely a priori signal probabilities), whereas for QaM, the bound-
aries form an amplitude-dependent grid pattern. The different mappings are
most easily implemented as a table lookup.

To keep the QCDM memory from becoming too large, a second mapping is
used to generate the data feedback waveforms, as indicated in Figure 9. Since
these waveforms are noiseless and have few deterministic levels, they can be
represented with relatively small cutput bit resolutions, Note that one symbol
of delay is necessary to accommodate post-detection difference feedback for
use in the symbol timing phase detector. Finally. for 16-QamM, the AGC refer-
ence amplitude must change as a function of the detected data.

TRACKING LOOP ANALYSIS

To enable coherent detection of the digital data, three tracking loops are
typically nccessary: amplitude level or AGC, carrier phase, and symbol timing.
Each loop has a nominal operating setting (e.g., an amplitude reference level
or NCO center frequency). In this implementation, an error signal is added to
the nominal settings to make corrections for tracking. The error signals were
derived in Reference 3 for QPSK modulation, but are readily extendable to
most two-dimensional signaling formats, including such popular modulation
techniques as 2-, 4-, 8-, und 16-PSK; MSK; Offset-QPSK: and [6-0AM.

The three digitally implemented, interdependent tracking loops will now be
analyzed. Fundamentally, each loop consists of an error or phase detector and
an equivalent linear filter that provides an oulput estimate. A generalized
block diagram is shown in Figure [0, and the feedback signals required in the
three different loops are given in Table 6,
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TABLE 6. TRACKING LOOP ERROR DETECTOR FEEDBACK SIGNALS

FEFDBACK |3 Ay,
8

16% 8
SRAM 1sis
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DATA OQUTPUTS | Pratio
- } MOD TECH
> Agk
QUADRATURE DATA A
log S 2 1
5 DATA — By FEEDBACK x> gk
1sfs MAPPER N ) GENERATION| 8 .
> Q
2k —— 2k
Qay ] 5859'(:“: A 18 16 8
8 7 Dax SRAM 18/
1 el T MOD TECH
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MOD TECH : —

A
TIMING e Aoy 4
8
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INPUT DATA Wmm‘] GENERATION "
—_—— AQn
256 % 16 a 2k-1
| sRam_ |
i [} ? LOOP BW,
1 N 1 moD TECH
5 . . >R,

S

FUNCTION X v A 7
Amplitude Level fgk Qg,{- AAay Aﬁ:{g,{
Carrier Phase Ony —Ia ABy 2,
Symbal Timing Aizk—l AQM—I Atai_) T2p_|

AGC Tracking Loop

For signal constellations that can be placed on a common power circle,
such as the pSK and MSK lormats listed above, AGC 1s not explicitly necessary
for the detection process because the decision boundarics arc radial lincs
which are not amplitude-dependent. However, hecause the error signal detec-
tor gain in all three racking loops scales with the incoming signal level, the
incoming amplitude level affects their open-loop gains and closed-loop band-
widths. In addition, with a fixed-point arithmetic digital implementation, the
maximum sample value excursions must be limited to prevent overflow,

Incoming gain or level fluctuations are generally extremely slow relative to
the data rate. Hence, a first-order tracking loop is sulficient for most applica-
tions. For operation with retatively short bursts and a sufficiently accurate
acquisition estimate, the estimate can be held for the duration of the burst and
1o AGC tracking is necessary | 16].

Figure 11 is a block diagrum for a gain parameter model of the AGC
tracking foop. The model consists of a variable gain-controlled amplifier, an

Q
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Figure 10. Generalized Tracking Loop Processing
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AGC Tracking Loop Model
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amplitude-level error detector, and a multiplier-accumulator to provide filter-
ing. Recall that the input data and error detector multiplier input resolutions
are 8 bits, and the accumulator resolution is 24 bits. In this instance, the eight
most significant accumulator bits are used to control the gain. The variable-
gain amplifier is voltage-controlled and resides in the IF section of the de-
modulator prior 1o the A/D converters. Thus, the AGC error estimate output
must pass through a D/A converter and back into the analog domain to control
the gain. An initial estimate, AA ., which is typically extracted from a parallel
incoherent estimator. may be injected directly inte the output accumulator 1o
expedite acquisition,

AGC Error Detector. The AGC tracking crror signal is detined as

AAy, = (’uizk +Q2ké11\ y- A

= Ay (ing 1oy g Oni )~ A ()

with A A (i:;\ I + éz;\ ng). When the signals all reside on the same power
circle, as with the PSK modulation family, Aisa constant from symbol 10
symbol. However, for constellations such as 16-QaM. A Lakes on three values
as o function of the post-detection data feedback.

AGC Closed-Loop Transfer Function. Dropping the subscripts for ¢lar-
ity. the amplifier gain may be expressed in terms of the amplitude level error
oulput estimate as

GAAY =G, A/ A+ G AA) suchthat G AA>—A (4)
Note that when the error signal AA = 0, the amplifier is set at ity noiminal
gain. The parameler G, is used to match this gain-controlled amplifier model
to a specific implementation. It includes any amplification in the output crror
estimate feedback path afier the D/a converter.

The MaC transfer function may be written in terms of its c-transform as

AA=K,AA/(z—1) (5

where A4 = GIAA)A — A. Substituting for AA into cquation {5) gives

AA=K,|GIAMA— AL/ (z=1)

= K AIG A~ (A+GAM Iz = 1A +G,AA) (0)

nom

DIGITALLY IMPLEMENTED MODEM 173

Equation (6) can be rewritten in standurd second-order pofynomial form as
AT Gz = DI+ M AL = D+ KaGal) + KAA(A — Guomd) =0 (Ta)
AAY (@) + AA(b) +(¢) =0 (7b)

The roots of equation (7) may be found from

AA = b1 £+1 - dMac!b) i 2a
=—bll£[1-2ac/b*)+. . .|}/ 2a
=—cib (8)

where only the first term in the expansion has been used, since »° >> ac. The
resultant transfer function is then

AA:KAIGnomA*A]/[Z+(KAGu_])] (9)

A.great deal is kn(?wn about setting the closed-loop parameters for analog
tracking loops to maintain stability and the desired transient response |17].
Hence, analog tracking parameters will be used, and the impulse invariance

.techniqu: will map these into the corresponding roots of the digital loop. The
impulse invariance conversion is related as

Zroor = EXP(~WaTy) = (K4 G, = 1) (10)
The multiplier gain constant is then determined by

K Gy =1-exp(—w4T,)

El_(lﬁmATs)
:mAT\'
= HBs/R,) It

v_vhere o, = 4B, and T; = 1/R,. The AGC closed-loop time constant (in symbol
time units) is then

(Ta I Ts)=(74) (R / By) (12)

with 1, = l/w,.
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Svmbol Timing Tracking Lovp

Like the AGC loop, the symbol timing loop is first-order and requires only a
single phuse accumulator. Since an NCO is used to reconsiruct the clock, the
oscillator’s inherent phase accumulator serves as the loop filter. Figure 12 is a
block diagram of the loop. Note that the loop also contains a multiplicative
gain, M, beforc the NCO, as well as 4 divide-by-N' gain after the NCO. The
multiplicative gain comes aboul because the independent sample clock that
runs the NCo is much higher than the incoming sample rate. Therefore, incom-
ing samples are typically added in the NCO phase accumulator on a greater
than one-for-one basis. Also, since the NCO output is at the sample rate
frequency, NR,, it must be divided by N to obtain the symbol rate, R If an
initial estimate, T,» is employed to expedite acquisition, it must typically be
modified as f(T,) to properly control both the output accumulator and divider
in order to account for fine and coarse phase adjustments, respectively.

The timing phase accumulator resolution is 24 bits, of which the 10 most
significant arc mapped into sinusoidal sample values. After 8-bit D/A conver-
sion and low-pass filtering (which are not shown in the timing parameter loop
model), the sinusoidal samples are passed through a limiter (o produce the
properly phased sample clock waveform, NK;.

Symbol Timing Phase Error Detector. The symbol timing phase error
signal is defined as

ATy = [k Aiy‘-,] + Qz;;_1 AQAM_J
:Alfc—](!.Zkf—lAfz;\._1+‘}'2;\-_]AQM_]) (13)

where Aka_l = (ig;\ - i’_g,‘\- 5). If no data transitions oceur, the symbol timing
phase detector output is zero. The loop gain and bandwidth are then effec-

e . ACQUISITION
: PHASE DETECTOR | : NCO/LOOP FILTER : ESTIMATE
Dos Pan, o] : 12,

% ——> I "{Kd = e | : <

A
A
Tk 8

Figure 12. Symbol Timing Tracking Loop Model
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tively zero, and the loop time constant is extremely long. Moreover, the best
that the loop can accomplish in the absence of data transition information is to
hold its last accumulated error value and coast. For nultilevel modulation
lechniques, the error signal is weighted in proportion (o the differential maeni-
tude of the data transitions, Afng. -

' Symbol Timing Closed-Loop Transfer Function. The NCO transfer func-
tion may be written in terms of its z-transform as

T=(M/N)K.AT/{z-1)
=(M/N)KKysin(t—T)/(z— 1)
s(M/INK K (T-T)/(z 1) (14
where the final lincarizing approximation results when the phase difference is
Sllffthl-Cl‘lt]y small. To avoid using an extra multiplicr, the loop gain parameter,
K, is incremented in powers of 2 by shifting the bits coming into the NCO up
or do'wn. The phasc detector gain. K,, is proportional 10 the incoming signal
amplitude, Ay, and to the number and magnitude of the transitions in the
data pattern. For example, for QPSK with “10. .. data patterns in both the /
and Q channels, K, is maximized, whereas with pseudorandom data, K, would
be half the maximum value. {
Substituting for AT in equation (14) gives
T=(M/N)KKy(T-T)/(z-1) (15)
Equation (13) may be written in standard transfer function form as
T=(M/NYKKTH 2+ [(M T NKKy 1]} (16}
Again, the impulse invariance conversion is related as
expl-@: Ty)=—[(M/N)K: Ky 1] (17)
and for the multiplier gain parameter this yiclds
Ke=(d/ KNI MYB, /R (18)

with the symbol timing closed-loop time constant (in symbol time units) as

(:/T,)=(114)(R, / Bx) (19)
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Carrier Phase Tracking Loop

Since the carrier phase loop is second-order, it can track frequency as well
as phase variations. Figure 13 is a block diagram of the loop, which consists of
a phase detector, two MACs (one for phase and one for frequency), a q.uad_ra-
ture component generator, and a CPR. As before, the input and multiplicative
processing uses 8-bit resolution, whereas the phase and frequency accumula-
tors employ 24 bits. The quadrature component generator table lookup uses
the most significant 10 bits from the output phase estimate accumulator,
which has a modulo-360° range. Initial incoherently derived phase and frc?~
quency estimates, é,, and Aéo, may again be employed to expedite acquisi-
tion by injecting them directly into their respective output accumulators.

CARRIER PHASE ERROR DETECTOR

The carrier phase detector response is described by
Al = 15O — Qo
= Aoy (i@t — Gt i)

= K, sin(0y, - 6y,) (20)
............ ER PHASE : FREQUENCY MAC :
CAFF‘tFC‘){I'ATORI : : I ACQUISITION
PHASE DETECTOR : : | ESTIMATE
i Lo : ABg
: BIT :
: >< 18 | SHIFT z T g
P Kag 18 *3
............................................... . ACQUISITION
: ESTIMATE
"

Figure 13. Carrier Phase Tracking Loop Model
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When the phase difference is sufficiently small, linear tracking results, as
Abi = Ka( Oy - 62y) 21

Carrier Phase Closed-Loop Transfer Function. The z-transform for the
two accumulators is

0 =[KoAO /(2 - 1)+ KapAB/(z-1)%] (22)
Substituting in equation (21) gives
0= [KaK (0 -0}/ (2~ 1)+ KnoKa(8— D)/ (z = )] (23)

Grouping terms and rewriting equation (23) into a transfer function format
yields
016 =1KoKa(z- 1)+ KnoKal /(2= 1) + Ko Ky(z - 1)+ KagKy ]

= KalKo(z 1)+ Kapl /12" + 2( KoKy - 2) + Ko(Kap— Kg) +1] (24)

The discrete-time response of equation (24) will be related to the analog

transient response, as follows. Tn standard second-order notation, the complex
roots in the analog s-domain are

s=-0, (£ jy1-¢) (25)

To preserve the closed-loop phase stability predicted by the s-plane analysis,

the impulse invariance transform of equation (10) is combined with equation
(25) to give

Zraots — 7exp]:_wnTs(g + J'\/ﬁ]__g?)] (26)

Expanding equation (26) and equating it with the denominator of equation
(24) yields two simultaneous equations for setting the carrier tracking loop
parameters:

Ki(Kag~ Kg)+ 1 = exp(-2{wgT,) (272)
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Recall that the sampling rate of these loops is one sample per symbol, and EE (e

the closed-loop bandwidths typically average sample values over hundreds of
symbol times. Hence, 20w,T, << |, so equation (28) may be approximated
with lower order terms as

i

KKy = (07 ,) (292)

PRE-AVERAGER
DATA FILTER

DiA
| CONVERTER

K Ko=28w,T, (29b)

For a second-order tracking loop, the single-sided currier noise equivalent

Figure 14, Hardwere Enudation Block Diagram

bundwidth, By, is cquated with the natural frequency. wy, by
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An extensive hardware emulation program was written at COMSAT Labo- g " 15 w & = zal
. . . 3 - . B = - O
ratories to validate the design and assess the modem’s performance. This was g ; EEY o Eh
- - - - oy - 3 S =
particularly important because of the development of the critical ASIC chip, x K g UG_I = E E
Lt - W =
[0} <L Qo |

which is so widely used in the demodulator. Figure 14 is a functional block
diggram of the emulation software. As indicated. it consists of a mix of analog
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and digitally implemented functions, fixed-point and floating-point arithmetic,
and processing at variable numbers of samples per symbol. A Monte Carlo
technique was used (o simulate the effects of additive white Gaussian noise
(AwGN). The emulations were performed on an Apollo DN-3000 workstation.

The results consist of both time and frequency domain responses. Unless
stated otherwise, the plots represent a single data burst response with 2,048
information symbols, not including the preamble and unigue-word sequences.
Frequency domain plots were typically obtained by averaging the results from
sixteen 128-point FFTs from the points in a time domain data burst. All of the
modulation techniques previously mentioned were emulated; however, for
brevity, only a representative group will be exhibited. These will typically be
for QPSK because of its widespread applicability in satellite communications.

Modulator speciral purity

Transmit spectra were emulated to check the spectral fidelity of the modu-
lator. Two sets of QpsK-modulated spectra with 8-bit D/A quantization are
shown in Figures 15 and 16 before and after the transmit RR filter, for the
extremes of symbol rate operation (2.34375 and 75 Msymbol/s [32 and 2 s/s]),
respectively, Note the replicated lobes in Figure 15b, with their sin(x)/(x)
envelope from the D/A sample-and-hold aperture. The replicated lobes are not
apparent in Figure I5a because the first pair occurs at +75 MHz. The spectral
jaggedness is due to the relatively small sample set (2,048). Most signifi-
cantly, the RR output spectra are monotonic and the quantization noise settles
below 40 dB, the design goal.

EYE AND SCATTER DIAGRAMS

Eye and scatter diagrams were obtained at several locations in the data path
to assess detection performance. Transmit and receive QPSK eye diagrams are
illustrated in Figures 17 and 18, respectively, for 2.34375- and 75-Msymbol/s
operation. To minimize the size of the data sets required, the transmit eyes are
drawn with § s/s. The receive eyes are processed at 2 s/s, and consequently are
triangular in appearance. As expected, the transmit eye is symmetrical at the
lower symbol rate because the group delay predistortion required is negli-
gible. The maximum peak-to-peak excursions of these eyes are important in
making efficient use of the /A and A/D reference level ranges. In particular,
the signal levels were adjusted to occupy the full range in the modulator D/A,
whereas they were typically backed off by approximately 6 dB in the demodu-
lator A/D to allow room for amplitude level and carrier beat excursions, as
well as noise overhead.

FREQUENGCY {MHz)

(a) 2.34375 Msymbol/s
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Demodulator QPSK and 16-QaM scatter diagrams are depicted in Figures 19
and 20, respectively, before and after the CPR, which removes the [, O carrier
beat. The scatter is indicative of the quantization effects duoe to the transmit and
receive data filtering apertures and finite word length limitations in the entire
modem, as well as the almost negligible effect of tracking loop jitter. With 8-bit
quantization, the /, Q QPSK detection points were typically set around +40 units.
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Figure 19. QPSK Demodulator Scatter Diagrams
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Figure 20. 16-QAM Demodulator Scatter Diagrams
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For 16-Qam, the three concentric circles of signals with the same power arc
evident in the pre-rotated diagram. These require an AGC reference amplitude
that changes on a symbol-by-symbol basis, rather than remaining at a constant
level. This avoids an AGC tracking loop detector error buildup for moderately
long strings of conseculive equal-power signals, Again, there is reasonable over-
head to allow for initial AGC variations and carrier beating.

S/N PLRFORMANCE

The BER was emulated at a single S/N point for all of the modulation
techniques excepl MSK at R, = 25 Msymbol/s (6 s/s). The results are listed in
Table 7. Complete curves were not obtainable due to the relatively lengthy
Monte Carlo BER simulation times. About (.55 dB of the degradation (delta)
from ideal BER performance was due to the intentional mismatch of the
transmit and receive dala filters to minimize the demodulator hardware re-
quircment. The increased degradation for the higher level modulation formats
is primarily due to transmit and receive filter aperture limitations. All of the
spectral occupancies were predistorted 40-percent raised cosine, except for
16-PSK, which was 80-percent raised cosine,

Tracking loop operation at low S/ s was evaluated by including AWGN in
the emulation channel. The minimum S/N, rounded up to the ncarest half-dB
at which the demodulator could consistently acquire and track in burst mode,
is given in Table 8. Because of the complexity of the emulation and the
relatively long period of time required to run a single data burst, these mea-
surements were made on a burst-by-burst basis and thus cannot be directly
related to a burst detection reliability. All of the preambles were binary,
regardless of the modulation technique used. Likewise, the unique-word de-
tection was binary to make maximum use of available §/N and to resolve the

TABLE 7. BER MEASUREMENT POINTS

MODULATION  Ep/Ng BER DELTA
TECHNIQUE (dB) (¢ 1073 (dB)

BPSK 6. 4.1 0.6
QPSK 6.0 4.7 0.7
Offset-QPSK 6.0 4.9 0.7
8-PSK S.0 5.8 0.9
16-QAM 11.0 42 1.0
16-PSK 13.0 7.5 1.2
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TABLE 8. MINIMUM §/N FOR ACQUISITION AND TRACKING

MODULATION — Ep/Ny BER PREAMBLE
TECHNIQUL (B o1y L
BPSK 0.0 1.0 32
QPSK 0.0 1.0 64
Offset-QPSK 1.5 1.2 64
8-PSK 49 1.3 96
16-QAM 2.5 1.6 12
16-PSK 50 22 144

180° ambiguity resulting from the preamble modulation. Longer preambles
were chosen for the higher modulation techniques to provide more accurate
acquisition estimates. Because acquisition was binary. it is believed that the
larger §/N's required for the higher-level modulation formats were necessary
to maintain tracking.

Observe that the BERs are all on the order of 107", This is duc o the effect
of data feedback, where the tracking loop $/N drops by approximately 3 dB
when the BER is 1.5 % 107", That is, 83 percent of the feedback is correct. and
15 percent drives the koop in the wrong direction,

The detection scatter and eye diagrams, as well as the three time-domain
tracking loop outputs for QPSK modulation at £,/N, = 0 dB, are shown in
Figures 21 and 22, respectively. From the scatter and eve diagrams of
Figure 21, it is impossible to tell whether the demodulator is synchronized.
However, the carrier tracking loop output (Figure 22b) clearly validates syn-
chronization where the linear modulo-phase tracking of a frequency offset is
evident. Also observe that there is little discernible noisc on the tracking loop
outputs, with the exception of the symbol timing (Figure 22¢), which has been
amplified by a factor of 1,024/96 relative to that of the actual hardware design
due to limitations in the emulation run time.

TRANSIENT RESPONSE

The transicnt responses of the three wracking loops were emulated as a
means of validating the analysis that defines the setting of their paramcters.
To generate a substantial transient response for evaluation, the acquisition
cstimate injection was disabled. From the analysis, the first-order AGC track-
ing loop has a normalized time constant of’ R /48, symbol times, and the
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symbol timing loop is also R /4B, Their respective transient responses are
shown in Figures 23 and 24 for normalized design time constraints of ?’5 an_d
150. In each figure, the transient response is given in two different loclauon_s in
the loop. In the symbol timing loop, the output estimate was .quantlzed into
+48 levels to facilitate timing adjustment at the 96-s/s rate in the channel
model. The AGC and symbol timing emulations indicate time constants of
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approximately 80 and 130 symbol times, respectively. The agreement is actu-
ally very close. considering that only 7 bits are available 1o quantize the loop
gain coefficients, K. for relatively small ratios of B./R.. In addition, the AGC
loop analysis was nonlinear, and the symbol timing loop transient is pattern-
dependent such that it is fuster or slower depending on whether the probability
of localized data transition groupings is greater or less than 0.5, respectively.
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The second-order carrier tracking loop transients are depicted in Figure 25,
With the damping ratio { = 1/+/2 the analysis shows that the overshoot should
be about 22 percent, or 107, and the first zero-crossing of the transient should
occur at 0.583 (R /B,) = 175 symbol times. The values taken from the emula-
tion agree precisely with these predictions. Also note that the data pattern
noise jitter cvident in the phase detector output is removed from the tracking
loop output.
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Figure 25. Cuarrier Phase Tracking Loop Transients

OQuipul estimate quantizadion noise

The output estimate quantization noise is illusteated in Figures 26 through
28 for all threc tracking loops operating at the two extremes of 2.34375 and
75 Msymbol/s (32 and 2 s/s). All of the outputs are cxceptionally pure and
exhibit quantization noise levels that are well below 40 dB, which should have
negligible effect on the detection performance. It is not yet known why the
lower symbol rate operation appears to show more quantization noise in the
AGC and symbol timing loop outputs. Although the noise levels arc so low that
the differences may be insignificant, further investigation is warranted to
obtain a better understanding of the quantization noise mechanisms in the
loops.
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Conclusions

The interdependent detection and tracking loop architecture based on the
JED approach has been shown to perform very well for a broad class of
modulation techniques, The analysis is accurate in seiting the loop parameters,
as well as predicting their transient behavior. Both acquisition and tracking
performance abruptly degrade at BERs on the order of 107! as a result of an
effective reduction in loop S/N through errors in the data feedback. It was not
possible to run emulations over a large number of bursts to evaluale acquisi-
tion reliability hecause a single burst required on the order of 1} minutes to
process. For non-hardware-restrictive applications, it is recommended to in-
crease the demodulator pa aperture to 4 or more symbols, This will allow a
¢lose approximation to square root Nyquist filtering und minimize the BER
implementation loss that was experienced, Further work is nceded to evaluate
the signal-to-quantization noise, §/Q, as well as the signal-to-thermal noise
effects of PA filtering and the impact of the Pas on the tracking loops with
regard to quantization.

This high-speed version of the JED has been fabricated in a rack-mount
chassis which takes up about 0.07 m” of space, including the power supplics
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and fans, and uses approximately 200 W of power (o achieve a 300 -Mbit/s
transmission capability. To minimize the space and power required, a general-
purpose ASIC chip was devised for usc in nine separate demodulator locations.
Each chip primarily contains two MaCs fabricated with emitter-coupled logic
(ECL) bipolar technology. The chips are 5.1 cm on a side, have approximately
14K equivalent gates, 301 pins, and consume about 10 W of power. The
current state of the art in complementary metal-oxide semiconductors (CMOS)
could provide a 100-Mbit/s implementation with a much higher AsIC density
(200K equivalent gates) and a considerable savings in power, which for cmMos
would vary depending on the speed of operation. Moreover, cxcept for the
memories and the analog (ront-ends, the entire modem may well be fabricated
in a singte CMOS ASIC at speeds up to 100 Mbit/s for 16-ary signaling (25-MHz
sample rate processing).
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Translations of Abstracts

Stations terriennes de la génération INTELSAT VI
M. P. BROWN, JR., F. A. S§. LOUREIRO ET M. STOIKOVIC
Sommaire

Lorsqu'elle passe d’une génération de satellites a la suivante, INTELSAT fait tout
son possible pour en limiter les effets sur le secteur terrien et pour réduire les frais au
niveau des stattons terriennes. Cet article déerit comment la transition 2 ta génération
INTELSAT VI s’est accomplie pour les stations terriennes compatibles avec les satel-
lites INTELSAT V/V-A, compte tenu notamment des impératils de poursuite par les
stations terriennes et de Dutilisation de nouvelles fréquences en bande C avec le
répétenr (1'-2). Les auteurs cxaminent aussi le processus décisionnel qui a entouré la
réduction du diamétre d antenne des stations terriennes de classe A (bande C) de 30-32
m & 15-17 m, ct celm des stations de classe C (bande Ku) de 15-18 ma 11-13 m.

Les EMCN a ére des INTELSAT VI

M. ONUFRY, G-P. FORCINA, W. S. Ok1, T. O1sHI, J. F. PHIEL
ET J. H. RIESER

Sommaire

Cet article fait bricvement I'historique de la mise au point des équipements de
multiplication des circuits numérigues (EMCN) dans le systéme INTELSAT. Il rappellc
le rile important que joue dans ce systéme la multiplication des circuits et donne un
aperqu des principaux éléments de la nouvelle spécification d’ INTELSAT concernant
les équipements de multiplication des circuits numériques (IESS-301). Il compare
¢galement la performance, pour les crreurs en salves, des équipements fabriqués
conformément 4 1a spécification IESS-501 et de ceux réalisés selon les normes d autres
fabricants. Enfin, il analyse les améliorations dont les EMCN pourraient bénéficier a
Iavenir.
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